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This is a first stab at a mathematical framework in which one can study quantum
field theories on spacetimes with quite general geometries. We will study these theories
via their factorization algebras.

Factorization algebras capture structures one finds on the spaces of observables of a
quantum field theory. Roughly speaking, if𝑀 is a spacetime manifold, then a factoriza-
tion algebra 𝐹 on𝑀 assigns to any open subset𝑈 ⊆ 𝑀 the space 𝐹(𝑈) of measurements
that one can perform within𝑈. Given disjoint opens𝑈 and𝑉 and an inclusion𝑈⊔𝑉 ⊆
𝑊, these measurements can be combined, giving rise to a map 𝐹(𝑈) ⊗ 𝐹(𝑉) → 𝐹(𝑊).
Assembling these operations coherently yields the definition of a factorization algebra
in the manifold context, as studied by Costello–Gwilliam [15, 16].

In the holomorphic context, factorization algebras capture the formal properties of
operator product expansions in holomorphic conformal field theory. In this story, the
spacetimemanifold𝑀 is replaced by (say) a Riemann surface𝑋. A factorization algebra
is then a family of sheaves (of some appropriate kind – often 𝐷-modules) 𝐴𝑛 on the
various powers 𝑋𝑛, along with data to ensure that if 𝑥1,… , 𝑥𝑛 ∈ 𝑋 are distinct points,
then one has local identifications

(𝐴𝑛)(𝑥1,…,𝑥𝑛) = (𝐴1)𝑥1 ⊗⋯ ⊗ (𝐴1)𝑥𝑛 .

The stalks of𝐴1 are the spaces of local operators of the conformal field theory.The result
is the theory of factorization algebras in the sense of Beilinson–Drinfeld ([8]).

In this formulation, factorization algebras have become a central structure in mod-
ern geometric representation theory, most notably in the monumental conceptual ed-
ifice formed around the geometric Langlands conjecture in the two decades since the
publication of Beilinson–Drinfeld’s book. See, e.g., the work of Francis–Gaitsgory [18],
Gaitsgory [22, 23, 24], Gaitsgory–Lysenko [25], Hennion–Kapranov [31], Ho [34, 35],
Henriques [33], Raskin [38, 39].

The relationship between themanifold context and the holomorphic context appears
to be a formof duality. Costello–Gwilliam suggest [15] that the costalks of a factorization
algebra in the topological sense should agree with the stalks of an attached factorization
algebra in the geometric sense. They prove such a statement over 𝑨1𝑪 by comparison
with vertex operator algebras. In general, it doesn’t seem clear where such a comparison
can actually be made.

Among the factorization algebras on a manifold 𝑀 are the locally constant factor-
ization algebras, which capture the spaces of observables of a topological quantum field
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theory. Locally constant factorization algebras on𝑀 can equivalently be described as
algebras over a suitable operad of embedded disks. For example, locally constant fac-
torization algebras on 𝑹𝑛 are 𝐸𝑛-algebras. As this example makes clear, locally constant
factorization algebras depend onmore than the homotopy type of𝑀 (unlike locally con-
stant sheaves). Nonetheless, we would like to think of this as the homotopical context for
factorization algebras.

To make sense of factorization algebras in these contexts, one typically finds oneself
using special features of the geometric objects with which one is working, such as the
fact that every point of a manifold is contained in an embedded open disk, or else one
forms large objects like the Ran space, whose geometry is brittle and technical. How-
ever, Raskin identified [38] – and Hennion–Kapranov revisited [31]– a formalism for
factorization structures that largely avoids these particularities and technicalities. This
formalism is more naturally encoded in the language of factorization algebras in a sheaf-
theoretic setup similar to the one in algebro-geometric contexts.

It is tempting to see how far we can push this approach – to identify a minimalist
formalism that makes sense of factorization algebras in any geometric context. The goal
is not generality for its own sake, but to lay bare the skeleton of the theory.

On one hand, this places the theories of factorization algebras in (at least) the holo-
morphic and homotopical contexts on an equal footing, allowing for meaningful com-
parisons. On the other hand, the formalism extends the technology of factorization al-
gebras to many new contexts. Of particular interest are factorization algebras in various
arithmetic contexts. In particular, the observables of arithmetic quantum field theories
– whose existence has been predicted by Kim [36] and Ben-Zvi–Sakellaridis–Venkatesh
[?] – should form factorization algebras in the context of Clausen–Scholze’s analytic ge-
ometry.

The purpose of this paper is to give in to this temptation.

Synopsis
Our first contention: in order to make sense of an algebra of observables on some geo-
metric object𝑋, we must appeal to an additional piece of structure on𝑋 – an isolability
structure – which is often left implicit. An isolability structure on𝑋 is the data required
to say whether two points of 𝑋 are distant – or at any rate can be made distant enough
to combine measurements performed at those points.

The need for this structure reflects the principle of locality in quantum field theory.
In effect, this principle states that the outcome of an experiment should not depend
upon the outcomes of distant experiments. Haag underscored the importance of this
principle in the 1950s, and it plays a key role in the Haag–Kastler axiomatics for alge-
bras of observables [27]. A slightly more refined version of the principle – the cluster
decomposition principle – states that the scattering matrix that describes a pair of distant
processes factors into the product of the scattering matrices for each of the individual
processes [42, Ch. 4]. Weinberg argued [41] that this principle, Lorentz invariance, and
quantum mechanics together entail quantum field theory.

The question of whether two points of spacetime are distant is generally not a ‘yes
or no’ question, and it does not presuppose an existing notion of distance on𝑋, such as
a metric. Rather, an isolability structure on 𝑋 provides a moduli space of ways for pairs
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of points to be isolated. We require this moduli space to be a geometric object of the
same type as 𝑋. In other words, in order to specify an isolability structure on 𝑋, one
needs to specify, for every pair of 𝑇-points 𝑥, 𝑦∶ 𝑇 → 𝑋, a higher groupoid (or space)
⌜𝑥 ≁ 𝑦⌝. The space ⌜𝑥 ≁ 𝑦⌝ is the space of ways of isolating 𝑥 and 𝑦 from each other
without altering any observables in any possible quantum field theories. These spaces
coalesce into a single object 𝑋1⊕1 with a map 𝑋1⊕1 → 𝑋 × 𝑋. On 𝑇-points, the fiber of
𝑋1⊕1(𝑇) → 𝑋(𝑇) × 𝑋(𝑇) over (𝑥, 𝑦) is the space ⌜𝑥 ≁ 𝑦⌝. Thus 𝑋1⊕1 is a configuration
space of pairs of isolated points in𝑋.

The theory of isolability objects is complementary to the theory of stacks. Between
two 𝑇-points 𝑥, 𝑦 of a stack 𝑌 one has the path-space space ⌜𝑥 = 𝑦⌝, which is the space
of ways for 𝑥 and 𝑦 to be the ‘same’ – or at any rate the space of routes by which we
may connect 𝑥 and 𝑦. If 𝑌1 is the path space of 𝑌, then the space ⌜𝑥 = 𝑦⌝ is the fiber
of the endpoint map 𝑌1(𝑇) → 𝑌(𝑇) × 𝑌(𝑇) over (𝑥, 𝑦). A stack is in effect a diagram
𝑌• of higher path spaces and maps between them, indexed by a combinatorial category
such as Kan’s simplex category𝜟. Analogously, we will define an isolability object𝑋• as a
diagram of configuration spaces𝑋𝜆 andmaps between them. For instance, the structure
of an isolability object will include𝑋2⊕3⊕2, which is the space of septuples (𝑥1,… , 𝑥7) of
points of𝑋 organized in three ‘clusters’ {𝑥1, 𝑥2}, {𝑥3, 𝑥4, 𝑥5}, and {𝑥6, 𝑥7}. This diagram
is indexed by a certain combinatorial category 𝑫 of cographs, which we study in detail
in §1. The formal properties of this category of cographs and its sibling 𝑬 turn out to be
central to our narrative, both to study isolability structures (§2), and to study twofold
symmetric monoidal structures (§4).

Isolability structures are in many examples left implicit because one already has ac-
cess to a set-theoretic description of𝑋, with respect to which one can meaningfully ask
whether two points of 𝑋 are literally distinct. For example, if 𝑋 is a manifold, then we
typically let𝑋1⊕1 be the complement of the diagonal in𝑋 × 𝑋.

In contrast, suppose we want to consider locally constant factorization algebras on
𝑋. Since locally constant sheaves depend only on the homotopy type 𝛱(𝑋), we might
try to start there. We have already seen that we cannot hope to define locally constant
factorization algebras on𝑋 in a way that only makes reference to the space𝛱(𝑋). What
additional structure is needed? Once we include the information of the various (strati-
fied) homotopy types 𝛱(𝑋𝜆) and the maps between them, we can recover locally con-
stant factorization algebras on𝑋. This is precisely the data of an isolability space, which
we regard as an enhancement of the homotopy type of𝑋. Isolability spaces are the basic
objects in the ‘homotopical context’, which we explore in §3.

For example, in the isolability space attached to 𝑹𝑛, we have a point 𝑥, which is
unique up to a contractible choice, but the space ⌜𝑥 ≁ 𝑥⌝ is an (𝑛 − 1)-sphere. This is
notationally oxymoronic, but here it’s helpful to think of ⌜𝑥 ≁ 𝑥⌝ as the space of ways
to move two copies of 𝑥 away from one another without altering the observables of any
topological quantumfield theory.This is exactly the feature that allows us to relate locally
constant factorization algebras on 𝑹𝑛 to 𝐸𝑛-algebras. Indeed, factorization algebras 𝐹
only allow measurements to be combined when they happen on isolated pairs of points,
so we obtain a family of multiplications 𝐹𝑥 ⊗ 𝐹𝑥 → 𝐹𝑥 parametrized by 𝑆𝑛−1, precisely
as the structure of an 𝐸𝑛-algebra demands.

In fact, it turns out that the isolability space attached to 𝑹𝑛 can be identified with
a combinatorially-defined object. This we show also in § 3. We relate this to Cepek’s
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combinatorial description of theRan space of𝑹𝑛, fromwhich the identification of locally
constant factorization algebras on 𝑹𝑛 with 𝐸𝑛-algebras is an immediate consequence.

Speaking of the Ran space, our story so far has not made it clear what advantage, if
any, an isolability structure might have over the usual Ran space. After all, the purpose
of the Ran space is to parametrize tuples of distinct points of a geometric object. Indeed,
for many examples (the ‘2-skeletal’ isolability spaces), giving an isolability structure is
equivalent to giving the Ran space as a commutative monoid.

However, in many examples of quantum field theories, one wants to keep track of
not only observables at points, but along extended objects. So in many cases, it is not
actually the ‘spacetime object’𝑋 itself that needs to possess the isolability structure, but
rather a related object we call the observer stack 𝑂𝑋. The observer stack is an additional
datum, which can be extremely general; in effect it is some moduli space of maps (often
embeddings) into 𝑋, which expresses the options for the support an observable may
have. For example, if𝑋 is a variety over the complex numbers, then one may define 𝑂𝑋
as a Hilbert stack of subvarieties of𝑋. We discuss this in ??.

In this sort of setting, we do not know a definition of Ran space that is sufficient to
recover this. Hennion, Melani, and Vezzosi [32] have taken a step in this direction for a
surface over𝑪, and their picture of factorization structures allows formore sophisticated
combinations of observables than what we manage to do here.

Our second contention: the geometry of isolability objects is controlled by twofold sym-
metric monoidal structures, and factorization structures are defined in terms of these. To
explain this slogan, we have to say what we mean both by ‘the geometry’ of isolability
objects and by ‘twofold’ symmetric monoidal structures.

In the middle of the 20th century, the French algebraic geometry school realized
that the structure one needs on a topological space (or similar object)𝑋 in order to ‘do
geometry’ is a sheaf O of local rings (or similar objects). The sections of O are func-
tions. We require that (𝑋,O) is locally isomorphic to some basic objects (e.g., Euclidean
spaces with smooth functions, or complex Stein manifolds with holomorphic functions,
or affine schemes with regular functions, or affinoid adic spaces with their functions).
Sheaves of rings give rise to sheaves of module categories: one starts with suitable cat-
egories 𝑨(𝑋) of O-modules on the basic objects and extends 𝑨 to all of our geometric
objects by gluing. For example, this is how we extend the assignment Spec𝑅 ↦ Mod(𝑅)
to the assignment 𝑆 ↦ QCoh(𝑆) on schemes.

Over the course of the development of algebraic geometry in the 1960s, it became
clear that the sheaf of symmetric monoidal categories𝑋 ↦ 𝑨(𝑋) is really what contains
the geometric content. For example, Ext-groups in 𝑨(𝑋) are cohomology groups of 𝑋,
and all the various features of cohomology – structures, functorialities, and dualities –
came to be elegantly expressed in terms of the sheaf𝑨. It no longer particularlymattered
whether 𝑨(𝑋) happens to be a category of modules over its unit object. One can, for
example, look at varieties over a finite field through the lens of the cohomology of ℓ-
adic sheaves, and tell a very different story about their geometric behavior than what
one gets from the cohomology of quasicoherent sheaves.

It is thus natural to categorify our notion of geometric object: instead of a ringed
space (𝑋,O), we consider a pair (𝑿, 𝑨) consisting of a category 𝑿 of geometric objects
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along with a sheaf of symmetric monoidal categories𝑨. This is what we call a pregeomet-
ric background;1 we think of 𝑨 as the ‘theory of sheaves’ on the objects of𝑿.

The main construction of this paper extends a pregeometric background (𝑿, 𝑨) to
a pregeometric background (Isol(𝑿), 𝑨fact) in which Isol(𝑿) is the category of isolabil-
ity objects in 𝑿, and 𝑋• ↦ 𝑨fact(𝑋•) assigns to every 𝑋• the category of factorization
algebras on 𝑋• with coefficients in 𝑨. Our aim here is to describe this extension from 𝑿
to Isol(𝑿) in a way that makes it clear that it is the natural one. To this end, we will end
up categorifying some of the ‘axiomatic patterns’ developed in the chiral algebras work
of Beilinson–Drinfeld [8] – in particular (a variant of) the theory of ‘compound tensor
categories’, in which two multiplications appear that intertwine.

To see how these structures appear, let us first consider what happens if we simply
apply our functor 𝑨 to each object𝑋𝜆. The result is a𝑫-graded category – a diagram of
categories 𝑨(𝑋•) indexed by our combinatorial category𝑫. This diagram is multiplica-
tive in two senses. To illustrate, suppose that 𝐹, 𝐺 ∈ 𝑨(𝑋). The ‘external’ tensor product
𝐹 ⊠ 𝐺 lies in 𝑨(𝑋2) whose stalk at (𝑥, 𝑦) is 𝐹𝑥 ⊗ 𝐺𝑦. The two multiplicative structures
on 𝑨(𝑋•) arise from restricting 𝐹 ⊠ 𝐺 to the locus {𝑥 = 𝑦} on one hand, or to the locus
{𝑥 ≠ 𝑦} on the other. That is, one obtains the usual tensor product – which we write as
𝐹 ⊗ 𝐺 – by pulling back 𝐹 ⊠ 𝐺 along the diagonal 𝑋1 ↪ 𝑋2; dually, one may also pull
back 𝐹 ⊠ 𝐺 along the ‘complement’𝑋1⊕1 ↪ 𝑋2 to get a different tensor product, which
we write as 𝐹 ⊗𝐺. The interplay between these two multiplicative structures is precisely
the algebraic feature that allows the theory of factorization algebras.

One category number up, we find a more comfortable vantage point from which to
study this structure: 𝑫-graded categories themselves can be tensored in two different
ways: a right tensor product ⊗, which is a degreewise product, and a left tensor product
⊗, which is a Day convolution product. These two tensor products arise from natural
symmetric monoidal structures found on our indexing category𝑫. (In fact𝑫 is the uni-
versal twofold symmetric monoidal category containing a commutative monoid for the
left tensor product.) The two multiplicative structures on 𝑨(𝑋•) are precisely commu-
tative algebra structures with respect to the corresponding tensor products. The right
and left tensor products do not intertwine in a strict sense (for otherwise they would
coincide by Eckmann–Hilton!). Rather, there is a noninvertible intertwiner map

(𝐴 ⊗ 𝐵) ⊗ (𝐶 ⊗ 𝐷) → (𝐴 ⊗ 𝐶) ⊗ (𝐵 ⊗ 𝐷) .

Category theorists have had language for this structure for some time [4, 5]: 𝑫-
graded categories form a twofold monoidal bicategory, and 𝑨(𝑋•) is a twofold monoid
therein. (There is also the slightly more general notion of duoidal bicategory and duoid
therein [3, 9].) Earlier still, Borcherds [10] highlighted the importance of twofoldmonoidal
categories (without using the name) already in the late 1990s. At around the same time,
Beilinson andDrinfeldmade use of a 1-categorical variant in their text [8] on chiral alge-
bras, where they are called ‘compound tensor categories’. With our category of cographs
in hand, it is not difficult to set up a working theory of twofold symmetric monoidal
categories (§4).

1The full apparatus of geometry becomes available when the pregeometric background is part of a six
functor formalism. In this case, we call (𝑿,𝑨) a geometric background. We hope to return to the interaction of
this structure with the theory of factorization algebras in future work.
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These heady abstractions provide the minimum framework for a compact general
definition of factorization algebras (§ 5). A factorization algebra with coefficients in a
𝑫-graded category is a nonunital commutative ⊗-algebra map from the unit 𝐼 to 𝐴.
These form a category Hom⊗,nu(𝐼, 𝐴), which, thanks to our distributor map, is symmet-
ric monoidal under ⊗. When 𝐴 = 𝑨(𝑋•), we write

𝑨fact(𝑋•) ≔ Hom⊗,nu(𝐼, 𝑨(𝑋•)) ,

the symmetric monoidal category of factorization algebras on𝑋• with coefficients in 𝑨.
When fed a theory of sheaves on some sort of geometric objects, this machine produces
a theory of factorization algebras on those geometric objects with isolability structure.

Factorization stacks are the most primitive and unstructured kind of factorization
algebra. That’s not to say that there aren’t interesting examples, however. We end with a
simple example – the Beilinson–Drinfeld Grassmannian, in quite a lot of generality. For
an object𝑋 and a pointed stack𝐵 on𝑋, we construct Grassmannian factorization stacks
on a suitable observer stacks𝑂•𝑋. When𝑋 is a curve over𝑪, 𝐵 = 𝐵𝐺 for a group scheme
𝐺 over 𝑋, and 𝑂𝑋 = 𝑋, this Grassmannian recovers the one introduced by Beilinson–
Drinfeld. With our formalism, we may now replace𝑋 with the Fargues–Fontaine curve
and 𝑂𝑋 with the ‘mirror curve’ Div1; this amounts to a factorization enhancement of a
construction of Scholze–Weinstein [40].

Limitations
We paint a picture of factorization structures that works in quite a lot of generality. But
only quite. Our approach still suffers from a number of defeciencies, of which we high-
light only four.

1. In this paper, we donot incorporate themanifold context for factorization algebras
– i.e., factorization algebras in the sense of Costello–Gwilliam – into our setup.We
aim to return to this point in later work.

2. It is not clear to us how to develop what might be called a ‘𝛽-version’ of factor-
ization algebras in our picture. This would provide structures for combining ex-
tended observables/operators in more complicated ways than we manage to do
here. The story of this paper will need to be embellished or transformed to ac-
commodate these in a good way. At this point, there is much we do not know.

3. In this paper we do not attempt to look through the Koszul dual lens of the Lie-
algebra description of chiral algebras, and we do not currently fully understand
how to incorporate that story into our picture. This seems a promising avenue of
study.

4. Perhaps the least satisfying aspect of our picture is that it is only a picture. Our
eventual aim is to make sense of arithmetic quantum field theories, but this paper
only identifies some first pieces of the formalism. The objects of study here do
seem to be ‘correct’ in the weak sense that they capture the structures observed in
certain flavors of quantum field theory, and they are at the same time the natural
product of natural principles and a simple formalism.
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Conventions
This paper is written with ‘implicit ∞’ conventions, so all algebraic structures (cate-
gories, topoi, operads, commutative algebras, etc.) are to be interpreted in the proper
homotopical sense (∞-categories,∞-topoi,∞-operads, 𝐸∞-algebras, etc.) by default.

We use the term ‘space’ for what might elsewhere be called ‘anima’ or ‘∞-groupoid’
or ‘homotopy type’.

All topological spaces should be taken to be compactly generated by default, and all
constructions performed with topological spaces (products, mapping spaces, passage to
subspaces, etc.) should be k-ified as needed.
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1 The combinatorics of isolation
The combinatorial structures that underlie all our work in this paper are special graphs
called cographs [14]. On one hand, the vertices of cographs index tuples of points in a
space where certain pairs – those connected by an edge in the graph – are required to be
distinct.This leads us to the theory of isolability objects (§2).On the other hand, cographs
also index multiplication laws in categories with two tensor products that intertwine in
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a lax sense. These are twofold monoidal categories (§4). The interactions between these
structures is what gives rise to the theory of factorization algebras.

Fortunately, cographs are so simple that we can classify them completely. Our ap-
proach is to exploit that fact and to develop a fine understanding of these combinatorics.

1.1 Cographs
For us, a graph ⟨𝜆⟩ = (𝑉, 𝐸) consists of a set𝑉 = 𝑉⟨𝜆⟩ of vertices alongwith a symmetric
relation𝐸 = 𝐸⟨𝜆⟩ ⊆ 𝑉×𝑉 of edges.We do not assume that𝐸 is irreflexive; in other words
we permit our graphs to have loops. If we want to dispense with them, we may pass to
the maximal irreflexive subgraph ⟨𝜆⟩irr ⊆ ⟨𝜆⟩. If we want them all, we may pass to the
reflexive hull ⟨𝜆⟩refl ⊇ ⟨𝜆⟩.

We are interested in graphs ⟨𝜆⟩ = (𝑉, 𝐸) that satisfy the following condition:
(1.1.1)
∀𝑤, 𝑥, 𝑦, 𝑧 ∈ 𝑉 {(𝑤, 𝑥), (𝑦, 𝑥), (𝑦, 𝑧)} ⊆ 𝐸 ⟹ {(𝑦, 𝑤), (𝑤, 𝑧), (𝑧, 𝑥)} ∩ 𝐸 ≠ ∅ .

For reasons we will explain, such graphs (or, more usually, their maximal irreflexive
subgraphs) are called ‘𝑃4-free graphs’ or ‘complement-reducible graphs’; graph-theorists
have shortened this latter phrase to the word ‘cograph’. The appeal of this term’s brevity
is greater than our discomfort with its uncategorical adoption of the preposition ‘co’. So
we call every graph 𝛤 satisfying the above condition a cograph.

The trivial cograph structure on a set 𝑉 is 𝑉triv = (𝑉,∅), in which no two elements
are isolated from each other. For every 𝑛 ≥ 0, we define:

⟨𝑛⟩ ≔ {1,… , 𝑛}triv .

If ⟨𝜆⟩ = (𝑉, 𝐸) is a cograph, then its negation ¬⟨𝜆⟩ ≔ (𝑉, (𝑉 × 𝑉) −𝐸) is a cograph
as well. So, at the opposite extreme from trivial cographs, we have the complete cographs
(𝑉, 𝑉 × 𝑉) in which all pairs of elements are isolated from each other. For every 𝑛 ≥ 0,
we define:

⟨𝑛⟩ ≔ ¬⟨𝑛⟩ .
Here, for example, is ⟨5⟩:

The graph𝐾𝑛 is the maximal irreflexive subgraph ⟨𝑛⟩irr.
A nonexample is the graph 𝑃4: . In fact, this is the universal

nonexample. Indeed, complete reducibility is a hereditary property; that is, if ⟨𝜆⟩ =
(𝑉, 𝐸) is a cograph, then so is any induced subgraph ⟨𝜇⟩ = (𝑊, 𝐸|𝑊) ⊆ ⟨𝜆⟩. It fol-
lows that a graph ⟨𝜆⟩ is a cograph iff ⟨𝜆⟩irr does not contain the graph 𝑃4 as an induced
subgraph (whence the alternative name for cographs – ‘𝑃4-free graphs’).
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Every equivalence relation is a cograph. A cograph ⟨𝜆⟩ is an apartness relation iff
¬⟨𝜆⟩ is an equivalence relation. Apartness relations are also called ‘inequivalence’ rela-
tions. For example, consider the complete bipartite graph

This is an apartness relation, normally denoted 𝐾2,3. In the notation we discuss below
(§1.3), this is ⟨2 ⊕ 3⟩.

More generally, if 𝑓∶ 𝑉 → 𝑊 is a map of sets, then we obtain an apartness relation
𝑉𝑓 with vertex-set 𝑉 in which 𝑥 is isolated from 𝑦 iff 𝑓(𝑥) ≠ 𝑓(𝑦).

In this paper, the irreflexive cographs are used to make sense of isolability structures
(§ 2), which are structures on a geometric object that permit one to say whether two
points are ‘different’ or ‘distinct’. The reflexive cographs are used later to make sense
of twofold symmetric monoidal structures (§4), which are pairs of symmetric monoidal
structures related by an intertwiner map.

1.2 Categories of isolation
A proliferation of indexing categories will appear in this paper. The most important for
us are the following six 1-categories:

𝑭, the category of finite sets;

𝑮, the category of finite cographs and relation-preserving maps;

𝑫, the category of finite irreflexive cographs and relation-preserving maps;

𝑬, the category of finite reflexive cographs and relation-preserving maps;

𝑫≤2, the category of finite apartness relations and isolation-preserving maps;

𝑬≤2, the category of finite equivalence relations and equivalence-preserving maps.

Mnemonic: 𝑭 for ‘finite’, 𝑮 for ‘graph’, 𝑫 for ‘different’ or ‘distinct’ or ‘disjoint’, 𝑬 for
‘equivalent’. The meaning of the number 2 will become more apparent in §1.4.

We have a diagram

𝑫≤2 𝑫 𝑮 𝑬 𝑬≤2

𝑭

The forgetful functors to 𝑭 carry a graph ⟨𝜆⟩ to its set 𝑉⟨𝜆⟩ of vertices. These are all
cartesian fibrations; wewill refer to the five categories on the top row as fibered categories
over 𝑭. The horizontal inclusions are fully faithful, and they preserve and reflect the
cartesian maps.
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We may define nonunital variants of these categories by letting 𝑭𝑠 ⊂ 𝑭 be the subcat-
egory of nonempty finite sets and surjections, and then pulling back the diagram above
along the inclusion 𝑭𝑠 ↪ 𝑭 to define 𝑮𝑠,𝑫𝑠, 𝑬𝑠,𝑫𝑠,≤2, and 𝑬𝑠,≤2.

The negation operation 𝛤 ↦ ¬𝛤 is not a functor on𝑮. It is however a functor on the
wide subcategory 𝜄𝑮 ⊂ 𝑮 of isomorphisms, and even better, it’s a functor in the fibered
opposite of 𝑮 over 𝑭, as we shall see (§1.7). In any case, ¬ exchanges the objects of𝑫≤2
and 𝑬≤2, and it exchanges the objects of𝑫 and 𝑬.

Let us write ⟨𝑛⟩ ≔ {1,… , 𝑛} ∈ 𝑭.The assignment ⟨𝑛⟩ ↦ ⟨𝑛⟩ is a fully faithful left ad-
joint cartesian section into the fibered categories𝑫≤2,𝑫, and𝑮. Dually, the assignment
⟨𝑛⟩ ↦ ⟨𝑛⟩ is a fully faithful right adjoint cartesian section into the fibered categories
𝑬≤2, 𝑬, and 𝑮.

Warning. The inclusions𝑫≤2 ⊂ 𝑮 and𝑫 ⊂ 𝑮 preserve all the colimits that exist in𝑫≤2
and 𝑫, but these subcategories are not stable under finite colimits. For example, let us
say that maps 𝜙∶ ⟨𝜆′⟩ → ⟨𝜆⟩ and 𝑓∶ ⟨𝜆′⟩ → ⟨𝜇′⟩ in 𝑫 are incompatible iff there exist
𝑖, 𝑗 ∈ 𝑉⟨𝜆′⟩ such that (𝜙(𝑖), 𝜙(𝑗)) ∈ 𝐸⟨𝜆⟩, but 𝑓(𝑖) = 𝑓(𝑗) in ⟨𝜇′⟩. In this case, the span
that 𝜙 and𝑓 form cannot be completed to a square in𝑫. Its pushout exists in𝑮, however.
The simplest example of this phenomenon: let 𝑓 be the identity as a map ⟨2⟩ → ⟨2⟩irr,
and let 𝜙 be the unique map ⟨2⟩ → ⟨1⟩; these are incompatible, but the pushout in 𝑮 is
⟨1⟩.

1.3 Sums of cographs
If ⟨𝜆⟩ = (𝑉, 𝐸) and ⟨𝜇⟩ = (𝑊, 𝐹) are cographs, then let ⟨𝜆⊕𝜇⟩ = ⟨𝜆⟩⊕⟨𝜇⟩ ≔ (𝑉⊔𝑊,𝑅),
where 𝑅 is the largest relation such that 𝐸 = 𝑅|⟨𝜆⟩ and 𝐹 = 𝑅|⟨𝜇⟩ – i.e., such that ⟨𝜆⟩
and ⟨𝜇⟩ are induced subgraphs. We call this the connected sum of ⟨𝜆⟩ and ⟨𝜇⟩. Dually,
let ⟨𝜆 ⊕ 𝜇⟩ = ⟨𝜆⟩ ⊕ ⟨𝜇⟩ ≔ (𝑉 ⊔𝑊, 𝑆), where 𝑆 is the smallest relation such that ⟨𝜆⟩ and
⟨𝜇⟩ are induced subgraphs. We call this the disconnected sum of ⟨𝜆⟩ and ⟨𝜇⟩.

Both the connected sum ⟨𝜆 ⊕ 𝜇⟩ and the disconnected sum ⟨𝜆 ⊕ 𝜇⟩ are cographs. In
fact, these operations define two distinct symmetric monoidal structures on 𝑮, with
common unit ∅. Each of these symmetric monoidal structures restricts to symmet-
ric monoidal structures on 𝑫 and 𝑬. The connected sum ⊕ restricts to a symmetric
monoidal structure on𝑫≤2, and the disconnected sum⊕ restricts to a symmetricmonoidal
structure on 𝑬≤2.

The sums ⊕ and ⊕ are dual with respect to negation: ¬⟨𝜆⊕𝜇⟩ = ¬⟨𝜆⟩ ⊕¬⟨𝜇⟩. When
we reflect on this, two natural transformations become evident.

First, the identity map on the disjoint union 𝑉⟨𝜆⟩ ⊔ 𝑉⟨𝜇⟩ can be viewed as a mor-
phism ⟨𝜆 ⊕ 𝜇⟩ → ⟨𝜆 ⊕ 𝜇⟩. More subtly, the natural bijection

𝑉⟨𝜆⟩ ⊔ 𝑉⟨𝜇⟩ ⊔ 𝑉⟨𝜈⟩ ⊔ 𝑉⟨𝜉⟩ ⥲ 𝑉⟨𝜆⟩ ⊔ 𝑉⟨𝜈⟩ ⊔ 𝑉⟨𝜇⟩ ⊔ 𝑉⟨𝜉⟩

defines a natural morphism

⟨(𝜆 ⊕ 𝜇) ⊕ (𝜈 ⊕ 𝜉)⟩ → ⟨(𝜆 ⊕ 𝜈) ⊕ (𝜇 ⊕ 𝜉)⟩ ,

which we call the intertwiner.
This intertwiner is not an isomorphism, for otherwise Eckmann–Hilton would im-

ply that ⊕ = ⊕. Rather, the intertwiner exhibits ⊕ as a normal oplax symmetric monoidal
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functor with respect to ⊕ or, equivalently, ⊕ as a normal lax symmetric monoidal func-
tor with respect to ⊕. The data (𝑮, ⊕, ⊕) comprise a twofold symmetric monoidal cate-
gory in the sense of Balteanu, Fiedorowicz, Schwänzl, and Vogt [5]. We will describe a
homotopy-coherent version of this structure below (§4).

The category𝑭 is symmetricmonoidal with respect to disjoint union⊔.The forgetful
functor 𝑮 → 𝑭 is symmetric monoidal relative to both of the symmetric monoidal
structures on 𝑮. That is, (𝑮, ⊕, ⊕) → (𝑭, ⊔, ⊔) is a twofold symmetric monoidal functor.

The sums provide us with a pleasant notation for cographs. We have already intro-
duced the trivial cograph ⟨𝑛⟩ and the complete cograph ⟨𝑛⟩. We can now combine these
using our two sums.

For example, we denote by ⟨2⊕2⊕1⟩ the equivalence relation on {1, 2, 3, 4, 5} inwhich
the equivalence classes are {1, 2}, {3, 4}, and {5}. Its negation is the apartness relation
⟨2 ⊕ 2 ⊕ 1⟩:

Here’s another example.The intertwiner ⟨(1⊕2)⊕(1⊕2)⟩ → ⟨(1⊕1)⊕(2⊕2)⟩ = ⟨2⊕4⟩
is the inclusion of the disconnected graph

into the complete bipartite graph

By nesting more sums, we can notate increasingly complicated cographs, such as

⟨(2 ⊕ 1) ⊕ (4 ⊕ (2 ⊕ 2))⟩ ,

which is

In fact, every cograph can be expressed in this way. That is, cographs form the small-
est category of graphs containing the singletons ⟨1⟩ and ⟨1⟩ that is closed under either
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one of the two sums and negation. This is the meaning of the phrase ‘complement re-
ducibility’. This fact is well-known among graph-theorists [11], but let us reprove it, as
an excuse to introduce an interesting filtration by ‘depth’.

!TEX root = factsv3.tex

1.4 Depth filtration
We will construct a diagram of full subcategories fibered over 𝑭:

{⟨1⟩} 𝑫≤0 𝑫≤1 𝑫≤2 ⋯ 𝑫

{⟨1⟩, ⟨1⟩} 𝑮≤0 𝑮≤1 𝑮≤2 ⋯ 𝑮

{⟨1⟩} 𝑬≤0 𝑬≤1 𝑬≤2 ⋯ 𝑬

The filtration {𝑮≤𝑘} is defined by depth. For every cograph ⟨𝜆⟩ = (𝑉, 𝐸), let 𝜎⟨𝜆⟩
denote the set 𝑉/¬𝐸 of equivalence classes under the equivalence relation generated by
the negation of 𝐸. Dually, let us write 𝜎⟨𝜆⟩ for the set 𝑉/𝐸. Thus 𝜎⟨𝜆⟩ is the set of ⊕-
summands of ⟨𝜆⟩, and 𝜎⟨𝜆⟩ is the set of ⊕-summands. We regard each element of 𝜎⟨𝜆⟩
or 𝜎⟨𝜆⟩ as an induced subgraph ⟨𝜇⟩ ⊆ ⟨𝜆⟩.

The key observation is this: for any cograph ⟨𝜆⟩, either 𝜎⟨𝜆⟩ or 𝜎⟨𝜆⟩ is a singleton;
if both, then ⟨𝜆⟩ itself is a singleton (i.e., either ⟨1⟩ or ⟨1⟩).

So for every 𝑘 we obtain a formula

⟨𝜆⟩ = ⨁
⟨𝜆1⟩∈𝜎⟨𝜆⟩

⨁
⟨𝜆2⟩∈𝜎⟨𝜆1⟩

⋯ ⨁
⟨𝜆𝑘−1⟩∈𝜎⟨𝜆𝑘−2⟩

⨁
⟨𝜆𝑘⟩∈𝜎⟨𝜆𝑘−1⟩

⟨𝜆𝑘⟩

if 𝜎⟨𝜆⟩ is a singleton, and

⟨𝜆⟩ = ⨁
⟨𝜆1⟩∈𝜎⟨𝜆⟩

⨁
⟨𝜆2⟩∈𝜎⟨𝜆1⟩

⋯ ⨁
⟨𝜆⟩𝑘−1∈𝜎⟨𝜆𝑘−2⟩

⨁
⟨𝜆𝑘⟩∈𝜎⟨𝜆𝑘−1⟩

⟨𝜆𝑘⟩

if 𝜎⟨𝜆⟩ is a singleton. For 𝑘 ≫ 1, both 𝜎⟨𝜆𝑘⟩ and 𝜎⟨𝜆𝑘⟩ are singletons, whence ⟨𝜆𝑘⟩ is a
singleton. Once the smallest such 𝑘 is chosen, this representation is unique. We call this
the canonical sum representation of ⟨𝜆⟩.

This 𝑘 is the depth of ⟨𝜆⟩. It’s the number 𝑘 of direct-sum symbols appearing in
the canonical sum representation. Let 𝑮≤𝑘 ⊂ 𝑮 be the full subcategory of generalized
isolability structures of depth ≤ 𝑘.

The filtration {𝑮≤𝑘} is exhaustive. In other words,𝑮 is generated by singletons under
⊕ and ⊕ – or by ⟨1⟩ under ¬ and either one of these symmetric monoidal structures.

Now let’s define the related filtrations {𝑫≤𝑘} and {𝑬≤𝑘} inductively. For each even 𝑘,
the full subcategory𝑫≤𝑘+1 consists of disconnected sums ⟨𝜆1⊕⋯⊕𝜆𝑚⟩ of objects of𝑫≤𝑘.
For each odd 𝑘, the full subcategory 𝑫≤𝑘+1 consists of connected sums ⟨𝜆1 ⊕ ⋯ ⊕ 𝜆𝑚⟩
of objects𝑫≤𝑘. For each 𝑘, the full subcategory 𝑬≤𝑘 consists of those cographs ⟨𝜆⟩ such
that ¬⟨𝜆⟩ ∈ 𝑫≤𝑘. Consequently: the category 𝑫≤1 consists of trivial cographs ⟨𝑛⟩; the
category𝑬≤1 consists of complete cographs ⟨𝑛⟩; the category𝑫≤2 is the category of finite
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𝑛 प𝑛
1
2
3

4

5

6

Table 1: The first few cographs प𝑛

apartness relations from §1.2; and the category 𝑬≤2 is the category of finite equivalence
relations from §1.2. If 𝑘 is even (respectively, odd), then𝑬≤𝑘+1 is the closure of𝑬≤𝑘 under
⊕ (resp., under ⊕). For example, the object ⟨(4 ⊕ 3) ⊕ (1 ⊕ 2)⟩ lies in𝑫≤3.

A cograph is irreflexive iff the only singleton that appears in the canonical sum pre-
sentation is ⟨1⟩, and dually, a cograph is reflexive iff the only singleton that appears in
the canonical sum presentation is ⟨1⟩. So {𝑫≤𝑘} is an exaustive filtration of𝑫, and {𝑬≤𝑘}
is an exhaustive filtration of 𝑬 (whence the notation).

Warning. 𝑫≤𝑘 is not the category 𝑫 ∩ 𝑮≤𝑘 of irreflexive cographs of depth ≤ 𝑘. The
filtrations {𝑫≤𝑘} and {𝑬≤𝑘} lag behind {𝑮≤𝑘}: the cograph प2 ≔ ⟨2⟩irr = ⟨1 ⊕ 1⟩ is of
depth 1 even though it lies in𝑫≤2 −𝑫≤1.

More generally, the cograph2

प𝑘 ≔ ⟨(((1 ⊕ 1) ⊕ 1) ⊕ 1) ⊕ ⋯1⟩
lies in𝑫≤𝑘 −𝑫≤𝑘−1. In fact, the graph प𝑘 is the universal cograph outside𝑫≤𝑘−1; that is,
𝑫≤𝑘−1 is precisely the collection of प𝑘-free irreflexive cographs (i.e., those that do not
contain प𝑘 as an induced subgraph).

1.5 Dispersive & accretive
Now that we have classified the objects of the category 𝑮 of cographs, it makes sense to
study the morphisms of the category. To begin, let’s identify a factorization system.

2The character ‘प’ is a Devanagari consonant, roughly pronounced puh or pa. The notation alludes to the
paw graph, which is प4.
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Our construction is general. Let 𝑢∶ 𝑨 → 𝑭 be a fibered category over 𝑭. (Recall that
this means that 𝑢 is a cartesian fibration.) Call a map of 𝑨 dispersive iff it is 𝑢-inverted
– i.e., is carried to an equivalence under 𝑢. Call a map of 𝑨 accretive iff it is 𝑢-cartesian.
Dispersive and accretive maps form wide subcategories 𝑨disp, 𝑨accr ⊆ 𝑨. They comprise
an orthogonal factorization system on𝑨, in which every map 𝜙 can be written uniquely
as 𝜙 = 𝛿𝛼, where 𝛼 is accretive and 𝛿 is dispersive.

We apply this to our fibered categories of cographs. If ⟨𝜆⟩ = (𝑉, 𝐸) and ⟨𝜆′⟩ =
(𝑉, 𝐸′) are two cographs with the same set𝑉 of vertices, and if 𝐸 ⊆ 𝐸′, then the identity
is dispersive as a map ⟨𝜆⟩ → ⟨𝜆′⟩. Up to isomorphism, these are the only dispersive
maps.The trivial cographs are initial among dispersive maps; the complete cographs are
terminal among dispersive maps.

If ⟨𝜆⟩ = (𝑉, 𝐸) and ⟨𝜇⟩ = (𝑊, 𝐹) are cographs, then amap𝑓∶ ⟨𝜆⟩ → ⟨𝜇⟩ is accretive
iff 𝐸 = 𝑓−1(𝐹). In other words, 𝑓 is accretive when (𝑥, 𝑦) ∈ 𝐸 iff (𝑓(𝑥), 𝑓(𝑦)) ∈ 𝐹.

An accretive injection in 𝑮 is the inclusion of an induced subgraph. The disper-
sive/accretive factorization system tilts to a factorization system in which every map
𝜙 can be written as 𝜙 = 𝜎𝜄, where 𝜎 is a surjection and 𝜄 is an accretive injection.

A dispersion/accretion square in a fibered category 𝑨 → 𝑭 is a commutative square

𝐼′ 𝐽′

𝐼 𝐽

𝑓′

𝜓 𝜙

𝑓

,

in which 𝜙 and 𝜓 are dispersive, and 𝑓 and 𝑓′ are accretive. Any such square is auto-
matically a pullback in 𝑨.

The simplest nontrivial example in 𝑮 is the dispersion/accretion square

⟨3⟩ ⟨2⟩

⟨2 ⊕ 1⟩ ⟨1 ⊕ 1⟩

𝑓′

𝜓 𝜙

𝑓

.

If 𝑓∶ ⟨𝜆⟩ → ⟨𝜇⟩ is an accretive map of cographs, then the same map on vertices
defines a map ¬⟨𝜆⟩ → ¬⟨𝜇⟩ on the negations. On the other hand, if 𝑓∶ ⟨𝜆⟩ → ⟨𝜆′⟩
is a dispersive map, then the inverse of the set map defines a map ¬⟨𝜆′⟩ → ¬⟨𝜆⟩. This
suggests that the functoriality of ¬mixes a covariant and contravariant functoriality. To
make this precise, we need to recall some basic facts about span categories.

1.6 Spans
Assume that 𝑪 is a category equipped with two wide subcategories 𝑪†, 𝑪† ⊂ 𝑪, whose
morphisms we call ingressive and egressive, respectively. Let us assume that pullbacks of
ingressive maps along egressive maps exist and are ingressive, and dually that pullbacks
of egressive maps along ingressive maps exist and are egressive. The resulting pullback
squares we call ambigressive.
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Then we may form the span category Span(𝑪; 𝑪†, 𝑪†) or simply Span(𝑪) for brevity,
in which the objects are the objects of 𝑪, and a morphism from 𝑋 ∈ 𝑪 to 𝑌 ∈ 𝑪 is a
span

𝑋 ← 𝑈 → 𝑌
in which the backward map 𝑈 → 𝑋 is egressive and the forward map 𝑈 → 𝑌 is ingres-
sive. Composition is done by forming ambigressive pullback squares. Elsewhere [6], we
have called this the effective Burnside category 𝑨eff(𝑪, 𝑪†, 𝑪†), and in other sources, it is
called the category of correspondences.

The formation of the span category is right adjoint to the formation of the twisted
arrow category. More precisely, for any category 𝐴, we consider the right fibration

(𝑠, 𝑡) ∶ TwArr(𝐴) → 𝐴 × 𝐴op

that corresponds to the functor Map ∶ 𝐴op × 𝐴 → An. Declare a map of TwArr(𝐴) in-
gressive if it is 𝑡-cartesian or, equivalently, 𝑠-inverted. Dually, declare a map TwArr(𝐴)
egressive if it is 𝑠-cartesian or, equivalently, 𝑡-inverted. With these definitions, ambigres-
sive pullbacks exist in the triple

TwArr(𝐴) = (TwArr(𝐴),TwArr(𝐴)†,TwArr(𝐴)†) ,

and the category Span(TwArr(𝐴)) is the untwisted arrow categoryArr(𝐴). If𝑪 is a triple
as above, then let

Funtrip(TwArr(𝐴), 𝑪)
denote the category of functors TwArr(𝐴) → 𝑪 that preserve ambigressive squares. The
basic result now is that

Funtrip(TwArr(𝐴), 𝑪) = Fun(𝐴, Span(𝑪)) .

The unit 𝐴 → Span(TwArr(𝐴)) = Arr(𝐴) is the assignment 𝑎 ↦ id𝑎.
Here’s a particular example of the span construction in action. Let 𝑨 → 𝑭 be a

fibered category. The vertical opposite of 𝑨 is the category

𝑨vop = Span(𝑨; 𝑨accr, 𝑨disp) ,

which is a category fibered over 𝑭, whose fiber over ⟨𝑛⟩ is the opposite of the fiber 𝑨𝑛.
(This is a general trick (cite).) With this notation in hand, we may now return to the
duality provided by negation.

1.7 Duality
The operation ⟨𝜆⟩ ↦ ¬⟨𝜆⟩ is an equivalence 𝑮vop ⥲ 𝑮 over 𝑭. This is an equivalence
of twofold symmetric monoidal categories (𝑮vop, ⊕, ⊕) → (𝑮, ⊕, ⊕). For every 𝑘 ≥ 0 (or
𝑘 = ∞), this equivalence restricts to equivalences 𝑮vop≤𝑘 ⥲ 𝑮≤𝑘 and𝑫

vop
≤𝑘 ⥲ 𝑬≤𝑘.
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1.8 Comments & questions
Cographs form an exceptional class of graphs. They can be characterized in many differ-
ent ways, some of which we have witnessed. Here’s another, which we found striking: an
irreflexive graph is a cograph iff, within every induced subgraph, every maximal clique
intersects every maximal coclique (necessarily in a single vertex).

The category 𝑫≤2 appears in Richard Borcherds’ work on quantum vertex algebras
[10] in a capacity very similar to its role here. Borcherds uses it to give a very clean (he
even says ‘trivial’) categorical definition of vertex algebras using the two induced sym-
metric monoidal structures on Fun(𝑫≤2, 𝑽). In retrospect, our framework for defining
factorization algebras seems to be a sort of categorification of Borcherds’ theory. Emily
Cliff [13] used Borcherds’ categorical tools to turn vertex algebra information into fac-
torization algebra information and analyze the lossiness of this process. It would be in-
teresting to understand how her work and the present work relate.

We have briefly alluded to the theory of twofold symmetric monoidal categories 𝐶, in
which one has a pair of tensor products, ⊗ and ⊗, a common unit, and an intertwiner

(𝑈 ⊗ 𝑉) ⊗ (𝑋 ⊗ 𝑌) → (𝑈 ⊗ 𝑋) ⊗ (𝑉 ⊗ 𝑌) .

These structures play a significant role in this paper. In effect, a twofold symmetric
monoidal category is a commutative monoid in the 2-category Mon(∞),oplaxCat of sym-
metric monoidal categories and normal oplax symmetric monoidal functors.3 Or equiv-
alently it is a commutativemonoid in the 2-categoryMon(∞),laxCatof symmetricmonoidal
categories and normal lax symmetric monoidal functors.

In §4 we develop the elements of such a theory for using the category 𝑬, but our
framework is not completely satisfactory for reasons we discuss in §4.7.

In any case, the combinatorics of cographs plays a central role in our theory of isola-
bility objects, to which we now turn.

2 Isolability structures
In this section, we identify a structure that permits one to make sense of factorization
algebras over a given geometric object. The goal is to do so in terms that are indepen-
dent of any particular geometric context (such as smoothmanifolds, complexmanifolds,
supermanifolds, varieties, etc..)The structure we define –what we call an isolability struc-
ture4 – allows us to make sense of a definition of factorization algebra on a space with
certain coefficients.

2.1 A basic example
Before the general definition, an example. Let 𝑋 be a topological space. (One should
have in mind a topological manifold here; in any case we take all our topological spaces

3The word normal in this context means that the image of the unit is a unit.
4Author’s note: At times I have also called these structuresworld structures, but this terminology overplays

a particular physical interpretation. In many cases, the isolability structure one wants lies not on the ‘world-
volume object’ itself, but rather on an auxiliary stack observer stack (??) of objects over the worldvolume.
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to be compactly generated, k-ifying them when necessary.) For each cograph ⟨𝜆⟩, let’s
say that a map 𝑥∶ 𝑉⟨𝜆⟩ → 𝑋 is separating if for every edge (𝑎, 𝑏) ∈ 𝐸⟨𝜆⟩, one has
𝑥(𝑎) ≠ 𝑥(𝑏). In other words, a separating map is one that carries isolated vertices of ⟨𝜆⟩
to distinct points of𝑋. We write𝑋𝜆 ⊂ Map(𝑉⟨𝜆⟩,𝑋) for the subspace consisting of the
separating maps.

For example, the subset 𝑋𝑚⊕𝑛 ⊂ 𝑋𝑚+𝑛 consists of those (𝑥1,… , 𝑥𝑚+𝑛) in which the
sets {𝑥1,… , 𝑥𝑚} and {𝑥𝑚+1,… , 𝑥𝑚+𝑛} are disjoint.

If ⟨𝜆⟩ is not irreflexive, this definition is empty, but we do obtain an interesting func-
tor𝑋• ∶ 𝑫op → Top:

→ An accretive surjection 𝑖 ∶ ⟨𝜇⟩ → ⟨𝜆⟩ is carried to the inclusion

𝑖𝑋 ∶ 𝑋𝜆𝑋𝜇

given by the equations 𝑥(𝑎) = 𝑥(𝑏) if 𝑖(𝑎) = 𝑖(𝑏). This is closed when 𝑋 is Haus-
dorff. Example: the accretive map ⟨2⟩ → ⟨1⟩ is carried to the diagonal

𝑋1 = 𝛥𝑋𝑋 × 𝑋 = 𝑋2 .

→ A dispersive map 𝑗∶ ⟨𝜆′⟩ → ⟨𝜆⟩ is carried to the inclusion

𝑗𝑋 ∶ 𝑋𝜆⇴ 𝑋𝜆
′

cut out by the inequalities 𝑥(𝑎) ≠ 𝑥(𝑏) for (𝑎, 𝑏) ∈ 𝐸⟨𝜆⟩. This is open when 𝑋 is
Hausdorff. Example: the dispersive map ⟨2⟩ → ⟨1 ⊕ 1⟩ is carried to the inclusion

𝑋1⊕1 = (𝑋 × 𝑋) −𝛥𝑋⇴ 𝑋 × 𝑋 = 𝑋2 .

→ An accretive injection 𝑔∶ ⟨𝜇⟩ → ⟨𝜆⟩ is carried to the restriction

𝑔𝑋 ∶ 𝑋𝜆 ↠ 𝑋𝜇

of the projection 𝑋𝑉⟨𝜆⟩ ↠ 𝑋𝑉⟨𝜇⟩. When 𝑋 is a manifold, this is a fibration,
sometimes called the Faddell–Neuwirth fibration. Example: the two inclusions
⟨1⟩ ↪ ⟨1 ⊕ 1⟩ are carried to the two projections

𝑋1⊕1 = (𝑋 × 𝑋) −𝛥𝑋 → 𝑋 = 𝑋1 .

The resulting diagram𝑋• ∶ 𝑫op → Top is what we call an isolability topological space.
It has a number of interesting features:

→ For every pushout square
⟨𝜆⟩ ⟨𝜇⟩

⟨𝜆′⟩ ⟨𝜇′⟩

𝑖

𝑔 ℎ

𝑖′
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in 𝑫 in which 𝑖 is surjective and 𝑔 is an accretive injection, the corresponding
square

𝑋𝜇′ 𝑋𝜆′

𝑋𝜇 𝑋𝜆

is a pullback. For example,𝑋1⊕1 = 𝑋1 ×𝑋2 𝑋1⊕2.

→ In the Hausdorff case, accretive surjections 𝑖 are carried to closed inclusions 𝑖𝑋 ,
and dispersive maps 𝑗 are carried to open immersions 𝑗𝑋 .

→ Furthermore, the open immersion 𝑗𝑋 induced by a dispersive map 𝑗 is the com-
plement of the union of the closed embeddings 𝑖𝑋 induced by the accretive sur-
jections 𝑖 that are incompatible (in the sense of §1.2) with 𝑗.

→ The diagram 𝑋• carries the disconnected sum ⊕ to products. This is additivity
(§2.3). This condition is reasonable in a category like Top, but for other categories
of interest such as stratified spaces (§3), additivity is too restrictive.

→ Our functor𝑋• is left Kan extended from the subcategory𝑫≤2): if ⟨𝜆⟩ and ⟨𝜇⟩ are
two irreflexive cographs, then the space𝑋𝜆⊕𝜇 = 𝑋𝜆 ×𝑋𝜇 is covered by the spaces
𝑋𝜈 in which ⟨𝜈⟩ is any finite isolation structure equipped with maps ⟨𝜆⟩ → ⟨𝜈⟩
and ⟨𝜇⟩ → ⟨𝜈⟩. For example, we find that

𝑋प3 = 𝑋1 × 𝑋1⊕1 = 𝑋2⊕1 ∪𝑋1⊕1⊕1 𝑋1⊕2 ,

which expresses the co-transitivity of the relation ≠ on 𝑋. This is 2-skeletality
(§2.4).

2.2 Isolability objects
An isolability object of a category 𝑿 is a functor 𝑊• ∶ 𝑫op → 𝑿 such that, for every
pushout square

⟨𝜆⟩ ⟨𝜇⟩

⟨𝜆′⟩ ⟨𝜇′⟩

𝑖

𝑔 ℎ

𝑖′

in𝑫 in which 𝑖 is surjective and 𝑔 is an accretive injection, the corresponding square

𝑊𝜇′ 𝑊𝜆′

𝑊𝜇 𝑊𝜆

is a pullback.
The object𝑊1 is the underlying object of𝑊•, and𝑊• is an isolability structure on
𝑊1. Isolability objects form a full subcategory Isol(𝑿) ⊂ Fun(𝑫op, 𝑿).
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As we have seen (§2.1), if 𝑋 is a topological space, then ⟨𝜆⟩ ↦ 𝑋𝜆 is an isolabil-
ity topological space. More generally, if 𝑓∶ 𝑋 → 𝑌 is a continuous map of topological
spaces, thenwemay define𝑋𝜆𝑓 as the set ofmaps𝑥∶ 𝑉⟨𝜆⟩ → 𝑋 such that𝑓(𝑥) is separat-
ing.This defines a functorTwArr(Top) → Isol(Top). Equivalently (§1.6), this operation
can be regarded as a functor Top → Span(Isol(Top)) that carries a map 𝑓∶ 𝑋 → 𝑌 to
the span𝑋• ← 𝑋•𝑓 → 𝑌•.

Similarly, the assignment ⟨𝜆⟩ ↦ 𝛱∞(𝑋𝜆) is an additive isolability object in spaces.
As it turns out, however, this structure is too coarse for our purposes, and we will need
to incorporate stratifications for a theory of isolability spaces that is suitable for the ho-
motopical context (§3).

2.3 Additivity
An isolability object𝑊• ∶ 𝑫op → 𝑿 is an additive iff it carries disconnected sums (i.e.,
finite coproducts) to products. Additive isolability objects can also be described simply
as functors (with no conditions) on the category𝑫opconn of connected irreflexive cographs.

This condition is reasonable for isolability objects in topological spaces and vari-
eties, but it doesn’t mix well with the presence of stratifications. For example, in the
homotopical context (§3), we will want to regard𝑊2 as stratified by the diagonal and
its complement.

2.4 Skeletal and coskeletal
Assume that the category 𝑿 has finite colimits, and let 𝑘 ≥ 1. We may left Kan extend a
functor𝑊• ∶ 𝑫op≤𝑘 → 𝑿 to an isolability object. For an object ⟨𝜆⟩ ∈ 𝑫, this extension is
defined by the formula:

𝑊𝜆 = colim
⟨𝜇⟩∈(𝑫≤𝑘,⟨𝜆⟩/)op

𝑊𝜇 .

Limit-cofinal in𝑫≤𝑘,⟨𝜆⟩/ is the finite full subcategory consisting of dispersivemaps ⟨𝜆⟩ →
⟨𝜇⟩. This is why only finite colimits are needed for this extension to exist. We call isola-
bility objects constructed in this way 𝑘-skeletal.

Thus if we define the category Isol≤𝑘(𝑿) ≔ Fun(𝑫op≤𝑘, 𝑿), then left Kan extension
identifies Isol≤𝑘(𝑿) with the full subcategory of Isol(𝑿) consisting of 𝑘-skeletal isolabil-
ity objects. In effect, if𝑊• is 𝑘-skeletal, then𝑊𝜆 is the union of𝑊𝜇 over those cographs
⟨𝜇⟩ ⊇ ⟨𝜆⟩ with the same vertices as ⟨𝜆⟩ such that ⟨𝜇⟩ is प𝑘+1-free.

Every isolability object𝑋• thus has a skeletal filtration

sk1𝑋• → sk2𝑋• →⋯→ 𝑋• .

The 1-skeleton is the isolability object

(sk1𝑋)𝜆 = {
𝑋𝑛 if ⟨𝜆⟩ = ⟨𝑛⟩ ,
∅ otherwise.

The 2-skeleton is more complicated; for example, we have the following cotransitivity
formula:

(sk2𝑋)प3 = 𝑋1⊕2 ∪𝑋
1⊕1⊕1 𝑋2⊕1 .
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The construction of ?? carries a Hausdorff topological space𝑋 to a 2-skeletal isolability
topological space ⟨𝜆⟩ ↦ 𝑋𝜆.

In the other direction, let us suppose that 𝑿 has all limits. One can then right Kan
extend a functor 𝑫op≤𝑛 → 𝑿 to an isolability object 𝑫op → 𝑿. Isolability objects arising
this way are called 𝑛-coskeletal, and right Kan extension identifies Isol≤𝑛(𝑿)with the full
subcategory of Isol(𝑿) consisting of 𝑛-coskeletal isolability objects. One thus defines a
coskeletal tower

𝑋• →⋯→ ck2(𝑋)• → ck1(𝑋)• .
The 1-coskeleton is given by the formula

ck1(𝑋)𝜆 = 𝑋𝑛 ,

where ⟨𝑛⟩ = 𝑉⟨𝜆⟩. A 1-coskeletal isolability object is one that inverts dispersive maps.
In effect, every point of a 1-coskeletal isolability object is isolated in exactly one way
from every point – including itself.

Now assume additionally that𝑿 has finite products, and the functor ×∶ 𝑿×𝑿 → 𝑿
preserves finite colimits separately in each variable. (This happens, for example, when𝑿
has internal Homs that are right adjoint to the product.) Assume also that𝑊• ∶ 𝑫op≤𝑘 →
𝑿 carries whatever disconnected sums exist in 𝑫≤𝑘 to products in 𝑿. Under what cir-
cumstances is the corresponding 𝑘-skeletal isolability object additive?

If 𝑘 is odd, then for any irreflexive cographs ⟨𝜆⟩ and ⟨𝜇⟩, the formation of the dis-
connected sum is a limit-cofinal functor𝑫≤𝑘,⟨𝜆⟩/ × 𝑫≤𝑘,⟨𝜇⟩/ → 𝑫≤𝑘,⟨𝜆⊕𝜇⟩/; from this we
conclude that the left Kan extension of𝑊• is automatically additive.

If, on the other hand, 𝑘 is even, then the left Kan extension to𝑫op is additive iff𝑊•
satisfies the following flatness condition for every ⟨𝜆⟩, ⟨𝜇⟩ ∈ 𝑫≤𝑘:

𝑊𝜆 ×𝑊𝜇 = colim
⟨𝜈⟩∈(𝑫≤𝑘,⟨𝜆⊕𝜇⟩/)op

𝑊𝜈 .

The theory of 1-skeletal isolability objects is the theory of functors𝑭op → 𝑿. Indeed,
if𝑊• is a 1-skeletal isolability object, then its values𝑊𝜆 are empty unless ⟨𝜆⟩ = ⟨𝑛⟩
for some natural number 𝑛. If𝑊• is additive and 1-skeletal, then each𝑊𝑛 is the 𝑛-th
power of the underlying object𝑊1; thus𝑿 itself is identified with the theory of additive
1-skeletal isolability objects.

2.5 Products
Thecategorical product in the category Isol(𝑿) is not the right one from our perspective:
morally, the points of 𝑋𝜆 × 𝑌𝜆 are pairs (𝑥, 𝑦) of configurations of points in which, for
every (𝑎, 𝑏) ∈ 𝐸⟨𝜆⟩, both 𝑥𝑎 ≠ 𝑥𝑏 and 𝑦𝑎 ≠ 𝑦𝑏. What we really want are pairs (𝑥, 𝑦) such
that if (𝑎, 𝑏) ∈ 𝐸⟨𝜆⟩, then either 𝑥𝑎 ≠ 𝑥𝑏 or 𝑦𝑎 ≠ 𝑦𝑏. That is we want to define (𝑋 ⊗ 𝑌)𝜆
as the union of the objects𝑋𝜇1 ×𝑋𝜇2 in which ⟨𝜇1⟩ and ⟨𝜇2⟩ are cographs with the same
vertices as ⟨𝜆⟩, in which every edge of ⟨𝜆⟩ lies in either ⟨𝜇1⟩ or ⟨𝜇2⟩. So for our purposes,
the correct product is a certain convolution.

To this end, let us define an anti-operad structure on𝑫 (i.e., an operad structure on
𝑫op (cite)). For cographs ⟨𝜆⟩, ⟨𝜇1⟩,… ⟨𝜇𝑛⟩, we define a map 𝑓∶ ⟨𝜆⟩ → ⟨𝜇1⟩⊗⋯⊗⟨𝜇𝑛⟩
as a map 𝑓∶ 𝑉⟨𝜆⟩ → 𝑉⟨𝜇1⟩ × ⋯ × 𝑉⟨𝜇𝑛⟩ such that if (𝑎, 𝑏) ∈ 𝐸⟨𝜆⟩, then for some 𝑖,
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there is an edge (𝑓𝑖(𝑎), 𝑓𝑖(𝑏)) ∈ 𝐸⟨𝜇𝑖⟩. This is misleading notation, because there is no
operation ⊗ on cographs that gives this. The anti-operad 𝑫⊗ is however a symmetric
promonoidal structure (cite) on𝑫, which suffices for our purposes.

Now assume that the category𝑿 has products and finite colimits. Then the category
Isol𝑿 has a Day convolution symmetric monoidal structure ⊗ corresponding to the
symmetric promonoidal structure𝑫⊗ (cite).We call this symmetric monoidal structure
the tensor product of isolability objects.

To unpack this, let𝑋• and 𝑌• be isolability objects of𝑿. Then the tensor product is
given by

(𝑋 ⊗ 𝑌)𝜆 = colim
⟨𝜆⟩→⟨𝜇1⟩⊗⟨𝜇2⟩

𝑋𝜇1 × 𝑋𝜇2 ,

where the colimit is formed over the category of triples (⟨𝜇1⟩, ⟨𝜇2⟩, 𝜙), where 𝜙∶ ⟨𝜆⟩ →
⟨𝜇1⟩ ⊗ ⟨𝜇2⟩. Cofinal in this category are those triples in which the two maps 𝑉⟨𝜆⟩ →
𝑉⟨𝜇1⟩ and 𝑉⟨𝜆⟩ → 𝑉⟨𝜇2⟩ are each bijections.

For example, one has

(𝑋 ⊗ 𝑌)1⊕1 = (𝑋2 × 𝑌1⊕1) ∪(𝑋1⊕1×𝑌1⊕1) (𝑋1⊕1 × 𝑌2) .

2.6 Observer stacks
Any reasonable category of geometric objects can be embedded into a topos5 in a way
that preserves existing features of the category, such as limits and gluing constructions.
We call an objects of a topos a stack on that topos. For example, if we are considering the
category Man of smooth manifolds, then we may embed it into the topos of stacks on
euclidean spaces relative to the smooth topology. Up to set-theoretical issues (which can
all be addressed using standard tricks), any category of schemes can be embedded into
a category of stacks for one of several different topologies. Even (compactly generated)
topological spaces can be embedded into the topos of condensed (alias pyknotic) spaces.

A big advantage of enlarging a category of geometric objects in this way is that one
can then perform a variety of constructions that might be unavailable in the smaller cat-
egory. Historically, the first example is the formation of quotients 𝑋/𝐺. More construc-
tions become available by observing that a functor 𝑿op → S is representable by a stack
iff it satisfies descent – i.e., it carries colimits of𝑿 to limits. For example, one defines the
mapping stack Map(𝑌,𝑋) as the stack that represents the functor 𝑇 ↦ Map(𝑇 × 𝑌,𝑋).
Similarly, one defines Obj𝑋, the stack of objects over 𝑋, as the stack that represents the
functor that carries an object 𝑇 to the groupoid core 𝜄(𝑿/𝑇×𝑋) of the overcategory; that
this is a stack is a fundamental fact about topoi, sometimes expressed with the motto ‘all
colimits in𝑿 are van Kampen’.

We highlight here a natural approach to defining isolability structures on certain
stacks on𝑿.

Let 𝑥 ∈ 𝑋(𝑆) = Map(𝑆, 𝑋) and 𝑦 ∈ 𝑋(𝑇) = Map(𝑇,𝑋) be two points of a stack 𝑋.
We say that 𝑥 and 𝑦 are disjoint iff the path stack 𝑆 ×𝑋 𝑇 is empty.

Let 𝑋 be a stack, and consider a stack 𝑂𝑋 over the stack Obj𝑋. Thus a point of 𝑂𝑋
is an object over 𝑋 along with some additional structure. We think of the stack 𝑂𝑋 as

5Recall that a ‘topos’ for us is what elsewhere is called an ‘∞-topos’ (cite).

22



telling us what sort of observables we are considering. For example, we could let𝑂𝑋 = 𝑋
itself, in which case we are considering only point observables. The Hilbert scheme of a
projective variety𝑋 (say) is a more interesting example to bear in mind; in this case, we
are considering extended observables along closed subvarieties.

There are many ways to equip𝑂𝑋 with an isolability structure. Perhaps the easiest is
the one in which two objects over𝑋 are isolated iff they do not intersect. More precisely,
for every cograph ⟨𝜆⟩ and every 𝑇 ∈ 𝑿, define

𝑂𝜆𝑋(𝑇) ≔ {𝑍 ∈ 𝑂𝑋(𝑇)𝑉⟨𝜆⟩ ∶ (𝑎, 𝑏) ∈ 𝐸⟨𝜆⟩ ⟹ 𝑍𝑎 ×𝑇×𝑋 𝑍𝑏 = ∅} .

In this formula we are implicitly applying our forgetful map 𝑂𝑋 → Obj𝑋 to 𝑍𝑎 and 𝑍𝑏
in order to form this fiber product. The isolability stack 𝑂•𝑋 that results is both additive
and local.

When 𝑂𝑋 = 𝑋 itself, we end up with an isolability structure on 𝑋 in which points
𝑥, 𝑦 ∈ 𝑋(𝑇) are isolated in this structure iff their equalizer ⌜𝑥 = 𝑦⌝ is empty. The result-
ing isolability stack𝑋• is 2-skeletal. However, in general this isolability structure on𝑂𝑋
is not skeletal at all.

2.7 Hilbert schemes as observer stacks
Let 𝑘 be a field, and let 𝑋 be a 𝑘-variety. Write Hilb𝑋/𝑘 for the Hilbert algebraic space,
whose 𝑇-points are the closed subvarieties of𝑇×𝑘𝑋 that are proper and fppf over𝑇. We
can now define Hilb•𝑋/𝑘 as an isolability stack using the recipe of §2.6. Thus the 𝑘-points
of Hilb𝜆𝑋/𝑘 are tuples (𝑍𝑎)𝑎∈𝑉⟨𝜆⟩ of subvarieties of 𝑋 such that if (𝑎, 𝑏) ∈ 𝐸⟨𝜆⟩, then 𝑍𝑎
does not intersect 𝑍𝑏.

This isolability structure is 2-skeletal when𝑋 is a curve, but not more generally.

2.8 Div1 as an observer stack
As an illustration of the scope of the technology, here is an isolability space that arises
naturally in 𝑝-adic geometry in the style of [40].

Write Perfd for the category of perfectoid spaces, and write Perf for the category of
perfectoid spaces of characteristic 𝑝. The tilting functor 𝑈 ↦ 𝑈♭ is a functor Perfd →
Perf . If𝑈 is perfectoid, then tilting defines an equivalencePerfd/𝑈 ⥲ Perf/𝑈♭ [40, 7.1.4].
Consequently, the tilting functor is a right fibration with discrete fibers. The fiber over a
perfectoid space 𝑇 of characteristic 𝑝 is the set of untilts of 𝑇.

Let 𝑿 be the topos of proétale stacks on Perf . Given an analytic adic space 𝑉 over
Spa𝒁𝑝, the right fibrationPerfd/𝑉 → Perf straightens to an object𝑉⋄ ∈ 𝑿. For example,
one has Spd𝑸𝑝 ≔ (Spa𝑸𝑝)⋄: if 𝑇 is a perfectoid space of characteristic 𝑝, then the 𝑇-
points of Spd𝑸𝑝 are the characteristic 0 untilts of𝑇.We obtain a relative version over 𝑆 ∈
Perf by forming𝑌⋄𝑆 ≔ 𝑆×Spd𝑸𝑝, from which we form the quotient𝑋⋄𝑆 ≔ 𝑌⋄𝑆/(𝜙𝒁 × id).
The object𝑋⋄𝑆 is the Fargues–Fontaine curve, regarded as a ‘diamond’.

In [17], Fargues and Scholze also define a ‘mirror curve’ Div1 ≔ Spd𝑸𝑝/𝜙𝒁.The no-
tation here reflects the fact that an 𝑆-points of Div1 defines a degree 1Cartier divisor𝐷𝑆
on𝑋𝑆. In their geometrization of local Langlands, Hecke operations arise via modifica-
tions of vector bundles on the Fargues–Fontaine curve which occur along such divisors
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[17, Chapter VI]. So the natural observer stack (§2.6) for the Fargues–Fontaine curve is
Div1.

Using the recipe from §2.6, we obtain the isolability object Div•. Explicitly, for a
cograph ⟨𝜆⟩, the 𝑇-points of Div𝜆 are collections (𝑇♯𝑎 )𝑎∈𝑉⟨𝜆⟩ of characteristic 0 untilts of
𝑇 up to Frobenius such that if (𝑎, 𝑏) ∈ 𝐸⟨𝜆⟩, then𝐷𝑇𝑎 ×𝑋𝑇 𝐷𝑇𝑏 = ∅.

2.9 Comments & questions
A natural question is whether there’s any significant difference between an isolability
object and its Ran space. We may think of an isolability space as a suitable input for
a Ran space construction. Certainly in many situations, both the isolability object and
the Ran space attempt to assemble configuration spaces of points. And indeed, in these
situations, the data of the isolability space is roughly equivalent to the data of its Ran
space as a commutative monoid.

On the other hand, we do not understand the Ran space construction in very much
generality; in this paper, we consider the Ran space only in the homotopical context
(§ 3.6). There, it turns out to be a pullback of a twisted form of the total space of the
isolability space. For isolability objects that are not 2-skeletal, thus Ran space contains
strictly less information. It may be beneficial to try to develop a notion of a Ran space
for isolability structures on observer isolability stacks §2.6.

Another natural question is how one ought to think about the locality condition.We
do not have an explanation for it from any sort of first principles, andwe don’t know how
seriously to take it. We only note that it is satisfied in the most interesting examples.

A propos of §2.5, one wonders how (or whether?) the operad structure on 𝑫op is
an emergent structure just from the universal properties of 𝑫 as a twofold symmetric
monoidal category.

3 Isolability spaces & the homotopical context
The observables of a topological quantum field theory constitute a locally constant fac-
torization algebra. This is the homotopical context discussed in the introduction. Locally
constant factorization algebras are precisely the same as factorization algebras on what
we call isolability spaces.These are not quite the same thing as isolability objects in spaces,
because one needs to incorporate stratifications.

Using structures on cographs, we give a combinatorial model for isolability spaces
attached to the real line and to euclidean spaces more generally.

3.1 Stratifications
Stratifications arise naturally in our story. For instance, in our motivating example §2.1,
the topological space 𝑋𝑛 admits a natural stratification by the various weak diagonals
and their complements. So that we can describe the interaction between stratifications
and isolability structures, we recall some basic elements of the language.

Let 𝑃 be a poset. We endow 𝑃with the Alexandroff topology, in which𝑈 ⊆ 𝑃 is open
iff (𝑝 ≤ 𝑞)∧ (𝑝 ∈ 𝑈) ⟹ 𝑞 ∈ 𝑈. Now if𝑋 is a topological space, then a 𝑃-stratification
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of 𝑋 is a continuous map 𝑓∶ 𝑋 → 𝑃; the fiber 𝑋𝑝 is the 𝑝-th stratum. A stratified map
(𝑓/𝜙)∶ (𝑋/𝑃) → (𝑌/𝑄) now consists of a continuous map 𝑓∶ 𝑋 → 𝑌 and a monotonic
map 𝜙∶ 𝑃 → 𝑄 that enjoy the expected compatibility.

For example, the interval 𝐼 = [0, 1] is stratified over the poset {0 < 1} by the ceiling
function.The strata are {0} and the half-open interval (0, 1]. A stratifiedmap 𝐼 → (𝑋/𝑃)
is called an exit path in (𝑋/𝑃). More generally, the standard topological simplices |𝛥𝑛| ⊂
𝑹𝑛+1 are stratified over the poset [𝑛] ≔ {0 < ⋯ < 𝑛} by the map 𝑡 ↦ max{𝑖 ∈ [𝑛] ∶ 𝑡𝑖 ≠
0}. Stratified maps from these are stratified (higher) homotopies.

There is a well-behaved homotopy theory of these objects. A 𝑃-stratified space is a
category 𝑋 along with a conservative functor 𝜙∶ 𝑋 → 𝑃; that is, for every 𝑝 ∈ 𝑃, the
fiber 𝑋𝑝 of 𝜙 over 𝑝 is a space. This space is called the 𝑝-th stratum of 𝑋. Additionally,
given (𝑝, 𝑞) in 𝑃 with 𝑝 ≤ 𝑞, we can speak of the link of 𝑋 over (𝑝, 𝑞) of 𝑃, which is the
space of sections {𝑝 ≤ 𝑞} → 𝑋; this too is a space.

Stratified topological spaces have homotopy types, which we call stratified spaces
[28]: as long as the stratified topological space𝑋/𝑃 is sufficiently nice (fibrant in Haine’s
model structure [28], conically stratified in the sense of Lurie [37]), we can define a
category𝛱(𝑋/𝑃) in the following manner. The objects are points of 𝑋, the morphisms
are exit paths, and the highermorphisms are stratified homotopies.That is, this category
is defined so that a functor [𝑛] ↦ 𝛱(𝑋/𝑃) is precisely a stratified map (|𝛥𝑛|/[𝑛]) →
(𝑋/𝑃). The continuous map𝑋 → 𝑃 induces a conservative functor𝛱(𝑋/𝑃) → 𝑃.

In other words,𝛱(𝑋/𝑃) is a𝑃-stratified space.With a natural notion ofweak equiva-
lence of stratified topological spaces, the assignment (𝑋/𝑃) ↦ 𝛱(𝑋/𝑃) is then an equiv-
alence of homotopy theories [28].

For our purposes here, we do not want to carry around the poset over which we
will be stratifying as extra structure. Accordingly, we simply declare that a stratification
is a category in which every endomorphism is an equivalence. (Elsewhere, these are
called layered categories or EI categories.) Every such category 𝑋 maps conservatively
to the poset 𝑃𝑋 of equivalence classes of objects of 𝑋 in which 𝑥 ≤ 𝑦 iff there exists
a morphism 𝑥 → 𝑦 in 𝑋. Thus a stratification 𝑋 in our sense is a 𝑃𝑋-stratified space
whose strata and links are all connected.

We write Str for the full subcategory of Cat consisting of stratifications.
Certain categorical properties have interpretations in the context of stratified homo-

topy theory. A closed immersion is a sieve inclusion 𝑍𝑋 – i.e., a full faithful inclusion
in which, for every edge 𝑥 → 𝑦 in 𝑋, if 𝑦 ∈ 𝑍, then 𝑥 ∈ 𝑍. Dually, an open immersion
in 𝑋 is a cosieve inclusion 𝑈⇴ 𝑋. Thus open immersions have closed complements,
and vice versa. Locally closed immersions are fully faithful inclusions𝑊 ↪ 𝑋 such that
every object through which amorphism of𝑊 factors is itself an object of𝑊. All of these
conditions are pulled back from the analogous ones at the level of posets 𝑃𝑋.

3.2 Isolability spaces
An isolability space is defined to be a functor𝑫op → Str. Oneway to specify an isolability
space is to take an isolability topological space (𝑋•/𝑃•) over an isolability poset 𝑃•, and
form the stratified homotopy type degreewise.
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Perhaps the most important example for us will be the canonical isolability poset

⟨𝜆⟩ ↦ 𝐾𝜆 ≔ 𝑫disp⟨𝜆⟩/ ,

where the map 𝐾𝜆 → 𝐾𝜇 attached to 𝜙∶ ⟨𝜇⟩ → ⟨𝜆⟩ carries a dispersive map 𝛿∶ ⟨𝜆⟩ →
⟨𝜆′⟩ to the dispersive map appearing in the dispersive/accretive factorization of the
composite 𝛿𝜙. The construction of § 2.2 gives, for every continuous map of topologi-
cal spaces 𝑓∶ 𝑋 → 𝑌, an isolability topological space 𝑋•𝑓. When 𝑌 is Hausdorff, we
may stratify each 𝑋𝜆𝑓 over 𝑃𝜆 by sending 𝑥 ∈ 𝑋𝜆𝑓 to the dispersive map ⟨𝜆⟩ → ⟨𝜆′⟩
in which (𝑖, 𝑗) ∈ 𝐸⟨𝜆′⟩ iff 𝑓(𝑥𝑖) ≠ 𝑓(𝑥𝑗). (This map actually lands in the fragment
𝐾𝜆≤2 ≔ 𝑫

disp
⟨𝜆⟩/ ×𝑫 𝑫≤2.)

In any case, we form the stratified homotopy type degreewise, giving an isolability
stratification

⟨𝜆⟩ ↦ 𝛱(𝑋𝜆𝑓/𝐾𝜆) .
The assignment 𝑓 ↦ 𝛱(𝑋•𝑓/𝐾•) is a functor TwArr(Haus) → Isol(Str) – or, equiva-
lently, a functor Haus→ Span(Isol(Str)).

Factorization algebras on the isolability stratification𝛱(𝑋•/𝐾•) will turn out to be
the same as ‘locally constant factorization algebras’.Thus isolability stratifications are the
basic ‘spaces’ of the homotopical context for factorization algebras. We regard𝛱(𝑋•/𝐾•)
as an isolability homotopy type attached to the topological space𝑋.

An isolability stratification𝑋• is Hausdorff iff:

→ every accretive surjection 𝑖 is carried to a closed immersion 𝑖𝑋 of stratified spaces,
and

→ every dispersive map 𝑗 is carried to an open immersion 𝑗𝑋 of stratified spaces.

It is further said to be separated iff, in addition:

→ the open immersion 𝑗𝑋 induced by a dispersive map 𝑗 is complementary to the
union of all the closed immersions 𝑖𝑋 induced by the accretive surjections 𝑖 that
are incompatible with 𝑗.

3.3 Para-isolability & envelopes
In order to specify an isolability object𝑋•, one wants to specify the objects𝑋𝜆. Morally,
the 𝑇-points are collections 𝑥 = (𝑥𝑖)𝑖∈𝑉⟨𝜆⟩ of 𝑇-points of 𝑋 such that if (𝑖, 𝑗) is an edge,
then 𝑥𝑖 and 𝑥𝑗 are ‘distant’. It often happens (e.g., § 3.4) that it is easier to specify the
collections 𝑥 such that 𝑥𝑖 and 𝑥𝑗 are ‘distant’ if and only if (𝑖, 𝑗) is an edge. We have a
recipe for turning this data into an isolability object.

So now let 𝑝∶ 𝑿 → 𝑫 be a functor, and let us assume that 𝑝 is only a cartesian
fibration over the accretives. That is, for every accretive morphism 𝑔∶ ⟨𝜆⟩ → ⟨𝜇⟩ of
cographs and every 𝑦 lying over 𝜇, there exists a 𝑝-cartesian morphism 𝑥 → 𝑦 lying
over 𝑔. In this case, we may call 𝑿 a para-isolability category. This is tantamount to a
functor𝑋 from𝑫op to profunctors that are honest functors on accretives.

Morally, the envelope of𝑋 is the isolability categoryEnv(𝑋)∶ 𝑫op → Cat that carries
⟨𝜆⟩ to the category of pairs (𝜙∶ ⟨𝜆⟩ → ⟨𝜇⟩, 𝑥) in which 𝜙 is a dispersive map in𝑫, and
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𝑥 ∈ 𝑋𝜇. In other words, Env(𝑋) will carry ⟨𝜆⟩ to 𝑃𝜆 ×𝑫 𝑿. The functoriality works like
this: if 𝜂∶ ⟨𝜆′⟩ → ⟨𝜆⟩ is any map of𝑫, then the induced functor Env(𝑫)𝜆 → Env(𝑫)𝜇
carries the object (𝜙, 𝑥) to (𝜓, 𝑦), where 𝜙𝜂 = 𝜓𝜃 for 𝜓 dispersive, 𝜃 accretive, and 𝑦 =
𝜃𝑋 (𝑥).

To make this more precise, a piece of notation: if 𝑓∶ 𝐴 → 𝐶 and 𝑔∶ 𝐵 → 𝐶 are
functors, then

𝐴 ×⃗𝐶 𝐵 ≔ 𝐴 ×𝐶 Arr(𝐶) ×𝐶 𝐵 .
This is the oriented fiber product in the bicategory of categories, also sometimes called
‘comma construction’ for some reason.

Now the envelope of𝑿 → 𝑫 is the subcategory

Env(𝑿) ⊂ 𝑫 ×⃗𝑫 𝑿

whose objects are those pairs (𝜙∶ ⟨𝜇⟩ → ⟨𝜆⟩, 𝑥) in which 𝜙 is dispersive. We call such
an object a generalized object of𝑿.

The functor Env(𝑿) → 𝑫 that carries (𝜙∶ ⟨𝜇⟩ → ⟨𝜆⟩, 𝑥) to 𝜇 is a cartesian fibration.
The natural functor 𝑿 → Env(𝑿) is fully faithful; its left adjoint Env(𝑿) → 𝑿, which
carries (𝜙, 𝑥) to 𝑥, is thus a localization.

The envelope Env(𝑫) is the cartesian fibration𝑲 → 𝑫 corresponding to the canon-
ical isolability poset ⟨𝜆⟩ ↦ 𝐾𝜆. Consequently, in general, Env(𝑿) lies over 𝑲. In par-
ticular, when the fibers of 𝑝 are spaces, Env(𝑿) is an isolability stratification over the
isolability poset 𝐾•. The pullback of Env(𝑿) → 𝑲 over𝑫 → Env(𝑫) = 𝑲 recovers𝑿.

Malthe Sporring pointed out tome that this construction is a special case of a general
construction ofHaugseng&Kock [29] that will work in the presence of any factorization
system.

Let𝑋 be a Hausdorff topological space. There is a para-isolability category𝜫para(𝑋)
such that Env(𝜫para(𝑋)) = 𝛱(𝑋•/𝐾•). An object is a pair (⟨𝜆⟩, 𝑥) consisting of an apart-
ness relation ⟨𝜆⟩ and a map 𝑥∶ 𝑉⟨𝜆⟩ → 𝑋 that is strictly separating in the sense that
(𝑎, 𝑏) ∈ 𝐸⟨𝜆⟩ iff 𝑥𝑎 ≠ 𝑥𝑏. A morphism (⟨𝜆⟩, 𝑥) → (⟨𝜇⟩, 𝑦) is a map 𝜙∶ ⟨𝜆⟩ → ⟨𝜇⟩ along
with a choice, for each 𝑎 ∈ 𝑉⟨𝜆⟩, a path 𝛾𝑎 ∶ [0, 1] → 𝑋 from 𝑥𝑎 to 𝑦𝜙(𝑎) such that if
𝑡 > 0, then (𝜙(𝑎), 𝜙(𝑏)) ∈ 𝐸⟨𝜇⟩ iff 𝛾𝑎(𝑡) ≠ 𝛾𝑏(𝑡).

To be more precise, an 𝑛-simplex of 𝜫para(𝑋) consists of an 𝑛-simplex 𝛥𝑛 → 𝑫≤2,
which is a sequence ⟨𝜆0⟩ → … → ⟨𝜆𝑛⟩ of apartness relations along with a map 𝐹 from
the realization

|𝛥𝑛 ×𝑭 𝑭∗| =
𝑛
⋃
𝑖=0
⋃
𝑎∈𝑉⟨𝜆𝑖⟩
|𝛥𝑛−𝑖|

to𝑋 satisfying a condition. To formulate the condition, let us write 𝐹𝑎 for the restriction
of 𝐹 to the (𝑛 − 𝑖)-simplex corresponding to a vertex 𝑎 ∈ 𝑉⟨𝜆𝑖⟩ in the union above. The
condition is as follows: let 𝑎, 𝑏 ∈ 𝑉⟨𝜆𝑖⟩ be vertices, let 𝑗 ≥ 𝑖, and let 𝑡 ∈ |𝛥𝑛−𝑖| such that
𝑡𝑗 > 0; then 𝐹𝑎(𝑡) ≠ 𝐹𝑏(𝑡) iff the images of 𝑎 and 𝑏 are connected by an edge in ⟨𝜆𝑗⟩.

3.4 1-cographs
Wehave thus far concentrated on undirected graphs, but we will also consider a directed
version of cographs, which we will call 1-cographs.
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𝑛 प⃗𝑛
1
2
3

4

5

6

Table 2: The first few 1-cographs प⃗𝑛

A 1-cograph ⟨𝛾⟩ = (𝑉, 𝐸) consists of a set 𝑉 of vertices along with an antisymmetric,
transitive relation 𝐸 satisfying the following oriented version of the 𝑃4-freeness condi-
tion (1.1.1):
(3.4.1)
∀𝑤, 𝑥, 𝑦, 𝑧 ∈ 𝑉 {(𝑤, 𝑥), (𝑦, 𝑥), (𝑦, 𝑧)} ⊆ 𝐸 ⟹ {(𝑦, 𝑤), (𝑤, 𝑧), (𝑧, 𝑥)} ∩ 𝐸 ≠ ∅ .

Reflexive 1-cographs are in particular posets, which are often called series-parallel posets.
The theory of 1-cographs almost perfectly mirrors the theory of cographs. For exam-

ple, as in §1.3, there are two ways to combine two 1-cographs ⟨𝛾⟩ and ⟨𝛿⟩: on one hand,
there is the disconnected sum ⟨𝛾 ⊕ 𝛿⟩, in which every element of ⟨𝛾⟩ is incomparable
with every element of ⟨𝛿⟩; on the other, there is the ordered connected sum ⟨𝛾 ⊕⃗ 𝛿⟩, in
which there is an edge (𝑥, 𝑦) for every vertex 𝑥 of ⟨𝛾⟩ and every vertex 𝑦 of ⟨𝛿⟩.

Again there are two singletons – the irreflexive one ⟨1⟩, and the reflexive one ⟨1⃗⟩.
Forming disconnected sums of the irreflexive singleton gives the trivial 1-cograph ⟨𝑛⟩;
forming ordered connected sums of the reflexive singleton gives the totally ordered finite
set ⟨𝑛⟩. The class of 1-cographs is the smallest class of posets containing the singletons
that is closed under these two sums (cf.§1.4).

For example, by alternating oriented connected anddisconnected sums,we can form
a 1-cograph version of प𝑘:

प⃗𝑘 ≔ ⟨(((1 ⊕⃗ 1) ⊕ 1) ⊕⃗ 1) ⊕ ⋯1⟩ .
We write 𝑮[1] for the category of 1-cographs and relation-preserving maps. Now
(𝑮[1], ⊕, ⊕⃗) is a twofoldmonoidal 1-category in which themonoidal structure on the left
is symmetric. For short, we call these (∞1 )-monoidal 1-categories. Contained in𝑮[1] are
the (∞1 )-monoidal full subcategories𝑫[1] of irreflexive 1-cographs (which in particular
are strict partial orders) and𝑬[1] of reflexive 1-cographs (which in particular are posets).
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Thevertex functor𝑉∶ 𝑮[1] → 𝑭 is a cartesian fibration, and𝑫[1] and𝑬[1] are full fibered
subcategories of 𝑮[1].

The category 𝑭 can be identified with the full subcategory𝑫[1]≤1 ⊂ 𝑫[1] consisting of
the trivial 1-cographs ⟨𝑛⟩. The category 𝑶 of totally ordered finite sets can be identified
with the full subcategory 𝑬[1]≤1 ⊂ 𝑬[1] consisting of the totally ordered finite sets ⟨𝑛⟩.

Alternating the two sums, we construct exhaustive filtrations by full subcategories
fibered over 𝑭 (cf.§1.4):

{⟨1⟩} 𝑫[1]≤0 𝑫[1]≤1 𝑫[1]≤2 ⋯ 𝑫[1]

{⟨1⟩, ⟨1⟩} 𝑮[1]≤0 𝑮[1]≤1 𝑮[1]≤2 ⋯ 𝑮[1]

{⟨1⃗⟩} 𝑬[1]≤0 𝑬[1]≤1 𝑬[1]≤2 ⋯ 𝑬[1]

For example, the objects of𝑫[1]≤2 are oriented apartness relations – i.e., apartness relations
along with a total ordering on the set of ⊕-summands.These take the form ⟨𝑛1 ⊕⃗⋯⊕⃗𝑛𝑘⟩.

There are some contrasts with 𝑫 and 𝑬. Most importantly, observe that 𝑫[1] and
𝑬[1] are not vertical opposites. Rather, to get an explicit model of 𝑫[1],vop, one can take
a category of bicolored complete graphs where one color (say ‘red’) forms a reflexive
cograph and the other (say ‘blue’) forms an irreflexive 1-cograph. This observation and
its various generalizations are due to Willow Bevington and Malthe Sporring.

A new thing we can do with 1-cographs is to form the opposite ⟨𝛾⟩op of a 1-cograph
⟨𝛾⟩. This operation defines an automorphism 𝑮[1] → 𝑮[1], which preserves the two
singletons, is compatible with ⊕, and reverses the order of ⊕⃗, in the sense that ⟨𝛾⊕⃗𝛿⟩op =
⟨𝛿⟩op ⊕⃗ ⟨𝛾⟩op.

We have a forgetful functor 𝑆∶ 𝑮[1] → 𝑮. If ⟨𝛾⟩ is a 1-cograph with ⟨𝑛⟩ = 𝑉⟨𝛾⟩,
then

𝑆⟨𝛾⟩ = ⟨𝛾⟩ ∪⟨𝑛⟩ ⟨𝛾⟩op .

Note that this forgetful functor is symmetric monoidal with respect to ⊕ and monoidal
with respect to ⊕⃗. If ⟨𝜆⟩ = 𝑆⟨𝛾⟩, thenwe say that ⟨𝛾⟩ is a 1-structure on ⟨𝜆⟩.The collection
of all 1-structures over ⟨𝜆⟩ – i.e., the fiber 𝑮[1]⟨𝜆⟩ of 𝑆 over ⟨𝜆⟩ – is a set.

The forgetful functor 𝑆 is not quite a right fibration. In other words, the assignment
that carries a cograph ⟨𝜆⟩ to its set 𝑮[1],⟨𝜆⟩ of 1-structures isn’t a functor. For example,
the transitivity property can be lost when we pass to an undirected sub-cograph of a
1-cograph. For example, ⟨1 ⊕ 2⟩ is contained in 𝑆⟨1 ⊕⃗ 1 ⊕⃗ 1⟩:

↪

In effect, this is the only thing that can gowrong.The functor 𝑆 does restrict to a right
fibration over the accretive morphisms. More precisely, for every accretive morphism
𝑓∶ ⟨𝜆⟩ → ⟨𝜇⟩ of 𝑮 and every 1-structure ⟨𝛿⟩ on ⟨𝜇⟩, there is an 𝑆-cartesian lift ⟨𝛾⟩ →
⟨𝛿⟩ of 𝑓. In particular,𝑫[1] is a para-isolability space in the sense of §3.3.
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One can therefore form the envelope of𝑫[1] to obtain the isolability stratification

Env(𝑫[1]) → 𝑫 ,

which lies over the canonical isolability poset 𝐾•.
More explicitly, the objects of Env(𝑫[1]) are generalized 1-cographs, which are pairs
(⟨𝜆⟩, ⟨𝛾⟩) consisting of a 1-cograph ⟨𝛾⟩ and a subcograph ⟨𝜆⟩ ⊆ 𝑆⟨𝛾⟩ with the same
vertices.

The 2-skeleton of the envelope Env(𝑫[1]) turns out to be equivalent to the isolability
stratification attached to the real line, as we shall now show.

3.5 The isolability line & 1-cographs
The isolability space𝛱(𝑹•/𝐾•) is what we call the isolability line.The value on a cograph
⟨𝜆⟩ is the stratified space of separating functions 𝑥∶ 𝑉⟨𝜆⟩ → 𝑹. Here we present a more
combinatorial description of the isolability line.

Recall (§3.4) that irreflexive 1-cographs form a para-isolability space 𝑫[1]; we will
actually only be interested in the segment𝑫[1]≤2 consisting of the oriented apartness rela-
tions. The envelope (§3.3) of𝑫[1]≤2 is the isolability space 𝐿• in which each ⟨𝜆⟩ is carried
to 𝐿𝜆 ≔ 𝐾𝜆 ×𝑫 𝑫[1]≤2 . In other words, 𝐿𝜆 is the poset of dispersive maps 𝑗∶ ⟨𝜆⟩ → 𝑆⟨𝛾⟩,
where ⟨𝛾⟩ is an oriented apartness relation.

The topological space𝑹𝜆 is naturally stratified over the poset 𝐿𝜆: to every separating
function 𝑥∶ 𝑉⟨𝜆⟩ → 𝑹 we assign the dispersive map ⟨𝜆⟩ → 𝑆⟨𝛾𝑥⟩, where ⟨𝛾𝑥⟩ is the
1-cograph with the same vertices as ⟨𝜆⟩, but now (𝑎, 𝑏) ∈ 𝐸⟨𝛾𝑥⟩ iff 𝑥𝑎 < 𝑥𝑏. Further-
more, the strata and links of the 𝐸𝜆-stratified topological space 𝑹𝜆 are all contractible.
Consequently, we obtain an equivalence𝛱(𝑹•/𝐾•) ⥲ 𝐿• of isolability spaces.

An easy higher-dimensional version of this follows:

𝛱((𝑹𝑛)•/(𝐾 ⊗⋯ ⊗ 𝐾)•) = (𝐿 ⊗⋯ ⊗ 𝐿)• .

By applying a change of stratification functor, one can describe𝛱((𝑹𝑛)•/𝐾•) in combi-
natorial terms, but there is a better, more direct way to think about this isolability space,
which we will explore in future work with Malthe Sporring.

3.6 Ran spaces
Recall that a fibered category 𝑢∶ 𝑨 → 𝑭 gives a factorization system (𝑨disp, 𝑨accr), where
𝑨disp consists of the dispersive – i.e.,𝑢-inverted –maps, and𝑨accr consists of the accretive
– i.e., 𝑢-cartesian – maps. Using this factorization system, in § 1.6 we introduced the
notion of a vertical opposite 𝐴vop of a fibered category 𝑨 → 𝑭 as the category of spans
in 𝑨 where the backward maps are dispersive and the forward maps are accretive. The
horizontal opposite is now the span category

𝑨hop ≔ 𝑨vop,op = Span(𝑨; 𝑨disp, 𝑨accr)

where the forward maps are dispersive and the backward maps are accretive.
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For example, 𝑫hop = 𝑬op (via negation). Consider the section 𝑭 ↪ 𝑬 that carries
⟨𝑛⟩ to ⟨𝑛⟩refl = ⟨𝑛 ⋅ 1⟩ = ⟨1 ⊕ ⋯ ⊕ 1⟩; if we apply horizontal opposites, this becomes
𝑭op ↪ 𝑫hop, which carries ⟨𝑛⟩ to ⟨𝑛⟩irr = ⟨𝑛 ⋅ 1⟩ = ⟨1 ⊕⋯ ⊕ 1⟩.

Let us consider an isolability space 𝑋• presented as a cartesian fibration 𝑿 → 𝑫.
By composition we regard 𝑿 as fibered over 𝑭. Now the unital Ran space of 𝑋• is the
category

Ran𝑢(𝑋•) ≔ 𝑿hop ×𝑫hop 𝑭op

over 𝑭op. The Ran space of𝑋• is the further pullback

Ran(𝑋•) ≔ 𝑿hop ×𝑫hop 𝑭
op
𝑠 .

If ⟨𝜆⟩ is an irreflexive cograph that admits an accretive map ⟨𝜆⟩ → ⟨𝑛 ⋅ 1⟩, then
necessarily ⟨𝜆⟩ ∈ 𝑫≤2. That means that the section 𝑭op ↪ 𝑫hop factors through𝑫hop≤2 ⊂
𝑫hop. Consequently, the Ran spaces attached to 𝑋• only depend upon the 2-skeleton
sk2(𝑋•) (§2.4).

Let’s unpack the definition of Ran(𝛱(𝑋•/𝐾•)). An object (⟨𝑛⟩, 𝑥) consists of a finite
set ⟨𝑛⟩ along with a point 𝑥 ∈ 𝑋𝑛⋅1. This 𝑥 is a configuration of 𝑛 distinct points of
𝑋. A map (⟨𝑛⟩, 𝑥) → (⟨𝑚⟩, 𝑦) is now a map 𝑓∶ ⟨𝑚⟩ → ⟨𝑛⟩ of finite sets along with
a path from 𝑥𝑗 to 𝑦𝑖 whenever 𝑓(𝑖) = 𝑗 which meet only at the 𝑥𝑗’s. With a little more
care, one sees that this Ran space is equivalent to the exit-path category of the unital
Ran space as constructed by Cepek [12], and the Ran space Ran𝑭𝑠(𝛱(𝑋

•/𝐾•)) is the
exit-path category of the usual (nonunital) Ran space.

3.7 Comments & questions
Our combinatorial descriptions of the isolability line and isolability 𝑛-space (§3.5) now
recover a delocalized version of Cepek’s result:

Ran𝑢(𝛱((𝑹𝑛)•/(𝐾⊗𝑛)•)) = 𝑶𝑛 ,

where𝑶𝑛 is the 𝑛-fold product of the category𝑶 of totally ordered finite sets. From this,
one can, with care, deduce Cepek’s identifications (cite):

Ran𝑢(𝛱((𝑹𝑛)•/𝐾•)) = 𝑶(𝑛) ,

where𝑶(𝑛) is the free 𝑛-monoidal category on an 𝑛-monoid – or, equivalently, the 𝑛-fold
wreath product of 𝑶 with itself, with bijections inverted [7]. However, there is a better
way of thinking about the entire isolability 𝑛-space in combinatorial terms; this is the
subject of future work with Malthe Sporring.

4 Twofold symmetric monoidal structures
Let ⟨𝜆⟩ ↦ 𝑋𝜆 be an isolability space. Let us imagine that we are interested in a the-
ory of ‘sheaves’, which are organized into a diagram of symmetric monoidal categories
𝑇 ↦ 𝑨(𝑇). What structure does the isolability structure on𝑋 induce on the symmetric
monoidal category 𝑨(𝑋)?
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The easy answer is that we have a diagram ⟨𝜆⟩ ↦ 𝑨(𝑋𝜆) of symmetric monoidal
categories. This structure arises from right external tensor products

⊠∶ 𝑨(𝑋𝜆) × 𝑨(𝑋𝜇) → 𝑨(𝑋𝜆⊕𝜇) ;

the internal tensor product on 𝑨(𝑋𝜆) arises from restricting the right external product
along the diagonal𝑋𝜆 → 𝑋𝜆⊕𝜆.

But this structure smuggles a different structure into our story: by restricting along
our maps𝑋𝜆⊕𝜇 → 𝑋𝜆⊕𝜇, we obtain left external tensor products

⊠∶ 𝑨(𝑋𝜆) × 𝑨(𝑋𝜇) → 𝑨(𝑋𝜆⊕𝜇) .

Factorization algebras are defined with respect to these left external tensor products.
In order to explain how these two external products interact, we will understand

them as a ‘twofold symmetric monoidal structure’ on the diagram ⟨𝜆⟩ ↦ 𝑨(𝑋𝜆).
Roughly speaking, a twofold symmetric monoidal structure on a category 𝐶 is a

pair of symmetric monoidal structures ⊗, ⊗ that are required to share a unit and to have
intertwiner maps

(𝑈 ⊗ 𝑉) ⊗ (𝑋 ⊗ 𝑌) → (𝑈 ⊗ 𝑋) ⊗ (𝑉 ⊗ 𝑌) ,
natural in 𝑈, 𝑉, 𝑋, and 𝑌. In the 1-categorical context, these were defined by Balteanu,
Fiedorowicz, Schwänzl, and Vogt [5]. These are special cases of duoidal 1-categories [9],
in which the units of the monoidal structures are not required to coincide. Takeshi Torii
[26] described the fully homotopical theory of duoidal categories. For our purposes, it’s
technically more convenient to give a general, direct definition.

4.1 Fibrations of cographs & indexed sums
Before we discuss the general theory of twofold symmetric monoidal structures, let us
consider how the category of cographs itself provides an example.

Let ⟨𝜆⟩ be a reflexive cograph, and for each vertex 𝑎 ∈ 𝑉⟨𝜆⟩, let ⟨𝜇𝑎⟩ be a cograph.
We can define an indexed sum

⟨𝜇⟩ = ⨁
𝑎∈⟨𝜆⟩
⟨𝜇𝑎⟩

inductively by cograph depth: if ⟨𝜆⟩ = ⟨1⟩, then we let ⟨𝜇⟩ = ⟨𝜇1⟩; if ⟨𝜆⟩ = ⟨𝜆1 ⊕ 𝜆2⟩,
then we let

⟨𝜇⟩ = ⨁
𝑎∈⟨𝜆1⟩
⟨𝜇𝑎⟩ ⊕ ⨁

𝑏∈⟨𝜆2⟩
⟨𝜇𝑏⟩ ;

and if ⟨𝜆⟩ = ⟨𝜆1 ⊕ 𝜆2⟩, then we let

⟨𝜇⟩ = ⨁
𝑎∈⟨𝜆1⟩
⟨𝜇𝑎⟩ ⊕ ⨁

𝑏∈⟨𝜆2⟩
⟨𝜇𝑏⟩ .

Thus the two distinct sums ⊕ and ⊕ on cographs can be seen as special cases of this
single indexed sum. This is the model for our definition of twofold symmetric monoidal
categories in general: rather than specifying two distinct symmetricmonoidal structures
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and their compatibilities, we instead codify twofold structures in terms of a single in-
dexed direct sum.

In the category of finite sets, a map ⟨𝑚⟩ → ⟨𝑛⟩ exhibits ⟨𝑚⟩ as the coproduct

⟨𝑚⟩ = ∐
𝑖∈⟨𝑛⟩
⟨𝑚𝑖⟩

of the various fibers. The analogous statement for indexed sums of cographs isn’t quite
correct (think of the dispersive map ⟨1 ⊕ 1⟩ → ⟨2⟩), but it’s not difficult to specify the
maps for which this is true.

Call a map ⟨𝜇⟩ → ⟨𝜆⟩ of cographs a fibration iff the pullback to themaximal irreflex-
ive subcograph

⟨𝜇⟩ ×⟨𝜆⟩ ⟨𝜆⟩irr → ⟨𝜆⟩irr
is accretive. If ⟨𝜆⟩ is reflexive, then every fibration ⟨𝜇⟩ → ⟨𝜆⟩ exhibits ⟨𝜇⟩ as the indexed
sum

⟨𝜇⟩ = ⨁
𝑎∈⟨𝜆⟩
⟨𝜇𝑎⟩ .

4.2 Partial maps of cographs
In order to define the indexing categories for twofold symmetric monoidal structures,
we will need to enlarge the category of cographs by including maps of cographs that are
not defined everywhere. The analogy here is with the passage from the category 𝑭 of
finite sets to the category 𝛬(𝑭) of pointed finite sets – or, equivalently, finite sets and
partially-defined maps.

Let𝛬(𝑮) be the category in which an object is a cograph, and amorphism is a partial
map ⟨𝜆⟩ ⇀ ⟨𝜇⟩ of cographs that is defined on an induced subgraph ⟨𝜆′⟩ ⊆ ⟨𝜆⟩. That
is, if 𝑮† ⊂ 𝑮 is the wide subcategory consisting of accretive injections of cographs, then
𝛬(𝑮) is the span category Span(𝑮; 𝑮, 𝑮†). Equivalently, 𝛬(𝑮) is the Kleisli category of
the monad on 𝑮 given by ⟨𝜇⟩ ↦ ⟨𝜇 ⊕ 1⟩. (It is an example of the ‘Leinster category’ of
a perfect operator category, in the sense of (cite).)

In the sameway, we define wide subcategories𝑫† and𝑬† of accretive injections, and
we have categories of partial maps

𝛬(𝑫) = Span(𝑫;𝑫,𝑫†) and 𝛬(𝑬) = Span(𝑬; 𝑬, 𝑬†) .

These are full subcategories of 𝛬(𝑮).
We call a partial map of cographs inert if it lies in𝑮†,op ⊂ 𝛬(𝑮). For example, given a

reflexive cograph ⟨𝜆⟩ and a vertex 𝑎 ∈ 𝑉⟨𝜆⟩, we obtain an inert partial map 𝜒𝑎 ∶ ⟨𝜆⟩ →
⟨1⟩; these maps appear in our definition of twofold commutative structures in the next
subsection. We call a partial map active if it lies in 𝑮 ⊂ 𝛬(𝑮). These give an orthogonal
factorization system on 𝛬(𝑮).

The categories𝛬(𝑫),𝛬(𝑬), and𝛬(𝑮) all lie over the category𝛬(𝑭) of finite sets and
partial maps. Various natural functors over 𝑭 among 𝑫, 𝑬, 𝑮, and 𝑭 induce functors
among their ‘partial’ variants.

For example, we have two fully faithful functors 𝑭 ↪ 𝑬. The first is the inclusion
𝑭 = 𝑫(1) ↪ 𝑮 followed by the formation of the reflexive hull: ⟨𝑛⟩ ↦ ⟨𝑛⟩refl. The second
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is the inclusion 𝑭 = 𝑬(1) ↪ 𝑬, given by the assignment ⟨𝑛⟩ ↦ ⟨𝑛⟩. These extend to
fully faithful left and right adjoints of the functor 𝛬(𝑬) → 𝛬(𝑭). These two functors
will appear below (§4.3); they are how one extracts the underlying symmetric monoidal
structures from twofold symmetric monoidal structures in our framework below.

4.3 Twofold symmetric monoidal bicategories
To deal with the coherences that arise, a small amount of bicategory theory appears.6 We
follow terminology and constructions from the following references: [19, 20, 2, 21, 1].
Here are some examples of bicategories that will be relevant for us:

Cat, the bicageory of categories,

biCat, the bicategory of bicategories,

Pr𝐿, the bicategory presentable categories,

Mod(𝑨), the bicategory of 𝑨-modules for a monoidal presentable category 𝑨, relative to
the Lurie tensor product.

The basic strategy is to define twofold commutative structures first relative to carte-
sian products, and then use this to define them more generally. So, for a bicategory𝑴
with finite products, such as Cat or biCat, we define ‘twofold commutative monoids’ in
𝑴. This gives us access to ‘twofold symmetric monoidal categories’ and ‘twofold sym-
metric monoidal bicategories’. Every symmetric monoidal (bi)category is automatically
a twofold symmetric monoidal (bi)category in which the two tensor products coincide.
Next, given a twofold symmetric monoidal bicategory 𝑪⊗,⊗, we will define a ‘twofold
commutative monoid’. For instance, a ‘twofold symmetric monoidal presentable cate-
gory’ is a twofold commutative monoid in Pr𝐿,⊗,⊗.

Let𝑴 be a bicategory with finite products. A twofold commutative monoid of𝑴
will be a normalized oplax functor

𝐶⊗,⊗ ∶ 𝛬(𝑬) → 𝑴

satisfying certain conditions.Wewill write𝐶 for the value of this normalized oplax func-
tor on the singleton ⟨1⟩. Note that 𝐶⊗,⊗ restricts, via the two inclusions 𝑖, 𝑗 ∶ 𝛬(𝑭) ↪
𝛬(𝑬), to two normalized oplax functors

𝐶⊗ ≔ 𝑖∗𝐶⊗,⊗ ∶ 𝛬(𝑭) → 𝑴 and 𝐶⊗ ≔ 𝑗∗𝐶⊗,⊗ ∶ 𝛬(𝑭) → 𝑴 ,

which are connected by a natural transformation 𝐶⊗ → 𝐶⊗.
There will be two conditions we impose on our normalized oplax functor 𝐶⊗,⊗; one

of these is the usual Segal condition, but the other is more subtle. It is the requirement
that 𝐶⊗,⊗ carry certain 2-simplices in 𝛬(𝑬) to invertible 2-morphisms in 𝑴. We now
need to identify those 2-simplices.

6In keeping with our conventions, by ‘bicategory’ we mean ‘(∞, 2)-category’.
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Let 𝜎 be a 2-simplex of 𝛬(𝑬) consisting of a partial map ⟨𝜆⟩ ⊇ ⟨𝜆′⟩ → ⟨𝜇⟩, a partial
map ⟨𝜇⟩ ⊇ ⟨𝜇′⟩ ⇀ ⟨𝜈⟩, and their composite ⟨𝜆⟩ ⊇ ⟨𝜆″⟩ → ⟨𝜈⟩. We now say that 𝜎 is
thin iff the induced map ⟨𝜆″⟩ → ⟨𝜇′⟩ is a fibration.

Now our normalized oplax functor 𝐶⊗,⊗ is a twofold commutative monoid of𝑴 iff it
satisfies the following conditions:

1. Every thin 2-simplex of 𝛬(𝑬) is carried to an invertible 2-morphism in𝑴.

2. For every reflexive cograph ⟨𝜆⟩, the Segal map

𝐶⊗,⊗𝜆 → ∏
𝑎∈𝑉⟨𝜆⟩
𝐶 = 𝐶𝑉⟨𝜆⟩

induced by the inert partial maps 𝜒𝑎 ∶ ⟨𝜆⟩ ⇀ ⟨1⟩ is an equivalence.

The objects 𝐶⊗ and 𝐶⊗ are then commutative monoid objects of𝑴, which we call
the left commutative monoid structure and the right commutative monoid structure on 𝐶.
These structures come with an intertwiner natural transformation

𝜈∶ (𝑈 ⊗ 𝑉) ⊗ (𝑋 ⊗ 𝑌) → (𝑈 ⊗ 𝑋) ⊗ (𝑉 ⊗ 𝑌) .

induced by the active map of cographs

⟨(1 ⊕ 1) ⊕ (1 ⊕ 1)⟩ → ⟨(1 ⊕ 1) ⊕ (1 ⊕ 1)⟩ .

They also share a unit, which is given by the functor {1} = 𝐶⊗,⊗0 → 𝐶 induced by the
unique active map from the empty cograph to the singleton. We thus also have a map of
commutative monoids 𝐶⊗ → 𝐶⊗. In the same manner, all the coherences of the theory
are extracted from diagrams in the category 𝑬.

4.4 Examples
We call twofold commutative monoids in the bicategory𝑴 = Cat twofold symmetric
monoidal categories. In this case, it is helpful to recast the normalized oplax functor𝐶⊗,⊗
as a locally cocartesian fibration

𝑪⊗,⊗ → 𝛬(𝑬) .

Then our conditions become:

1. In every square

𝛥{0,1} 𝑪⊗,⊗

𝛥2 𝛬(𝑬)

𝑓

𝜎

in which 𝜎 is thin, the morphism 𝑓 is cocartesian in 𝑪⊗,⊗ ×𝛬(𝑬) 𝛥2.

2. The Segal maps 𝑪⊗,⊗𝜆 → 𝑪𝑢⟨𝜆⟩ are equivalences.
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Similarly, twofold symmetric monoidal bicategories are twofold commutativemonoid
objects of biCat. Thanks to the straightening/unstraightening equivalences of Fernando
Abellán [1], these can be presented as local (0, 1)-fibrations over 𝛬(𝑬) satisfying the
three conditions above.

Example: if 𝐴⊗ is a symmetric monoidal category, we can pull it back along the for-
getful functor 𝑢∶ 𝛬(𝑬) → 𝛬(𝑭) to obtain a twofold symmetric monoidal category 𝐴⊗,⊗.

Example: a twofold symmetric monoidal 1-category in the sense of [5] is automat-
ically a twofold symmetric monoidal category. The categories 𝑮, 𝑫, and 𝑬 are thus all
examples.

4.5 Twofold monoids in twofold symmetric monoidal categories
Let 𝑪⊗,⊗ → 𝛬(𝑬) be a twofold symmetric monoidal bicategory, presented as a local
(0, 1)-fibration. A twofold commutative monoid in 𝑪⊗,⊗ is a section 𝛬(𝑬) → 𝑪⊗,⊗ that
carries inert partial maps to cocartesian morphisms.

A twofold commutative monoid in 𝑪⊗,⊗ is thus an object 𝑋 = 𝑋1 ∈ 𝐶 along with
two commutativemonoid structures⊗∶ 𝑋⊗𝑋 → 𝑋 and⊗∶ 𝑋⊗𝑋 → 𝑋with a common
unit 𝜄 ∶ 1𝐶 → 𝑋. These two structures are compatible via the intertwiner map 𝜈.

We write CAlg(2)(𝑪⊗,⊗) for the bicategory of twofold commutative monoids in 𝑪⊗,⊗.
If 𝑴 is a bicategory with finite products, then one shows in the usual way that a

twofold commutative monoid in the twofold symmetric monoidal category𝑴×,× is es-
sentially the same thing as a twofold commutative monoid in𝑴 in the sense of §4.3.

4.6 Twofold Day convolution
Let 𝐴⊗,⊗ be a twofold symmetric monoidal category. On Fun(𝐴,Cat), there is a twofold
symmetricmonoidal structure, inwhich each of the two symmetricmonoidal structures
⊗ and ⊗ is obtained by Day convolution with respect to ⊗ and ⊗ (respectively – note the
reversal!) on 𝐴. To construct this two fold symmetric monoidal structure precisely, we
follow a clever strategy of Hadrian Heine [30, §6.1].

Consider the bicategory Cocart of cocartesian fibrations of categories. This is sym-
metricmonoidal under product, and there is a symmetricmonoidal functorCocart× →
Cat× given by passage to the target. We can then pull this back to a twofold symmetric
monoidal functor Cocart×,× → Cat×,×, which is a local (0, 1)-fibration. The two fold
symmetric monoidal category 𝐴⊗,⊗ can then be expressed as a section 𝛬(𝑬) → Cat×,×.
Pulling back Cocart×,× → Cat×,× along this section, we obtain a local (0, 1)-fibration

Fun(𝐴,Cat)⊗,⊗ ≔ 𝛬(𝑬) ×Cat×,× Cocart×,× → 𝛬(𝑬) ,

which is a twofold symmetric monoidal bicategory.
It follows from Heine’s work that the two symmetric monoidal structures ⊗ and ⊗

on Fun(𝐴,Cat) are given by Day convolutions.

4.7 Comments & questions
Here are some basic statements:
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→ 𝑬 is the free twofold symmetric monoidal category supporting a twofold commu-
tative monoid.

→ 𝑫 is the free twofold symmetric monoidal category supporting a commutative
monoid for the left tensor product ⊕.

→ 𝑫disp, which is equivalent to 𝑬disp (via the functor ⟨𝜆⟩ ↦ ⟨𝜆⟩refl) and also to
𝑫disp,op and 𝑬disp,op (via negation), is the free twofold symmetric monoidal cat-
egory generated by a single object. (This observation is due to Malthe Sporring.)

These statements can be certainly proved with the definitions we give here, but that isn’t
surprising: our definitions more or less bake these assertions into the theory.

A more satisfying account of these structures will develop a theory even of ‘(𝑚𝑛)-
monoidal categories’ – i.e.,𝐸𝑚-monoids in the 2-categoryMon(𝑛),oplaxCat of 𝑛-monoidal
categories and normal oplax 𝑛-monoidal functors – from first principles, without direct
reliance on the combinatorics of cographs. For 1-categories, we already have the work of
Balteanu, Fiedorowicz, Schwänzl, and Vogt (cite). For general categories, Takeshi Torii
developed the more general notion of duoidal categories (cite), and we expect that (11)-
monoidal categories are duoidal categories in which the units coincide. It’s more or less
clear how to adapt Torii’s definitions to give a reasonable definition of (𝑚𝑛)-monoidal
categories. A confirmation of our suggested universal properties in that context would
amount to a confirmation that our theory is the correct one.

Pushing this story further, can the theory of operator categories (cite) be extended
to handle categories like𝑫 and 𝑬? A theory of twofold operator categories, which could
then index all sorts of twofold monoidal structures, would seem particularly interesting.
One supposes that the category𝑬 should be the terminal twofold operator category. One
can imagine even more general iterated monoidal structures with concomitant theories
of iterated operator categories.

We have already seen noncommutative variants of the theory of cographs. In §3.4
we defined 1-cographs, the directed version of cographs. The category𝑫[1] of irreflexive
1-cographs will be the free (∞1 )-monoidal category generated by a commutative monoid
for the left tensor product. Work of Willow Bevington & Malthe Sporring seeks to con-
struct various universal (𝑚𝑛)-monoidal categories in similar combinatorial terms.

5 The geometry of isolability spaces & factorization struc-
tures

Now we arrive at the main construction.

5.1 Graded twofold symmetric monoidal categories
A graded category is a functor 𝑫 → Cat. Since 𝑫 is a twofold symmetric monoidal cat-
egory, the bicategory grCat ≔ Fun(𝑫,Cat) has its twofold Day convolution symmetric
monoidal structure. The left symmetric monoidal structure is given by the Day convo-
lution

(𝐴 ⊗ 𝐵)𝜆 = colim
⟨𝜇⊕𝜈⟩→⟨𝜆⟩

𝐴𝜇 × 𝐵𝜈 ,
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and since the disconnected sum ⊕ is the coproduct in𝑫, the right symmetric monoidal
structure is given by the pointwise tensor product

(𝐴 ⊗ 𝐵)𝜆 = 𝐴𝜆 × 𝐵𝜆 .

The unit in grCat is the constant functor 1• at the contractible category.
Hence a lax symmetric monoidal functor𝑫⊕ → Cat× is precisely the same thing as

a commutative monoid for ⊗, which in turn is also precisely the same thing as a twofold
commutative monoid in grCat⊗,⊗. We call such a lax symmetric monoidal functor a
graded symmetric monoidal category. Thus a graded symmetric monoidal category is a
functor 𝐴• ∶ 𝑫 → Cat along with products

⊠∶ 𝐴𝜆 × 𝐴𝜇 → 𝐴𝜆⊕𝜇 ,

which induce products
⊠∶ 𝐴𝜆 × 𝐴𝜇 → 𝐴𝜆⊕𝜇 .

In other words, if we regard𝐴• as a section of grCat⊗,⊗ → 𝛬(𝑬), then we are entitled
to pull back along the two functors 𝑖, 𝑗 ∶ 𝛬(𝑭) ↪ 𝛬(𝑬) to extract the two lax symmetric
monoidal functors

(𝐴•, ⊠) ∶ 𝑫⊕ → Cat× and (𝐴•, ⊠) ∶ 𝑫⊕ → Cat× .

We obtain a span of bicategories

CAlg(grCat⊗) ← CAlg(2)(grCat⊗,⊗) → CAlg(grCat⊗)

in which the leftward-pointing map is an equivalence.
We say that 𝐴• is presentable if these products preserve colimits separately in each

variable. (In this case, 𝐴• can also be described as a twofold commutative monoid in
Fun(𝑫,Pr𝐿) with the twofold Day convolution. However, note that we have not con-
structed the twofold Day convolution in this case, because we wanted to use Heine’s
trick.)

Factorization structures are usually defined in a nonunital setting. To that end, we
define a nonunital graded category as a functor 𝑫𝑠 → Cat, and we define a nonunital
graded symmetric monoidal category as a nonunital lax symmetric monoidal functor
𝑫⊕𝑠 → Cat×, which is precisely the same thing as a twofold nonunital commutative
monoid in Fun(𝑫𝑠,Cat)⊗,⊗.

5.2 Example: graded symmetric monoidal categories from isolability
objects in pregeometric backgrounds

Let𝑿 be a category with products, whose objects we think of as in some sense geometric.
Often𝑿will be – or can be enlarged to be – a topos.We also imagine some ‘sheaf theory’,
which we specify as a functor 𝑨∶ 𝑿op → CAlg(Cat×). The pair (𝑿, 𝑨) is what we call
a pregeometric background. (A geometric background for us will refer to the situation in
which 𝑨 extends to a full six functor formalism. We hope to return to the interaction of
factorization structures and six functor formalisms in later work.)
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Now let𝑋• be an isolability object of𝑿.Thenweobtain a graded symmetricmonoidal
category

𝑨(𝑋•) ∶ 𝑫 → Cat .
This comes equipped with two different symmetric monoidal structures:

⊠∶ 𝑨(𝑋𝜆) × 𝑨(𝑋𝜇) → 𝑨(𝑋𝜆⊕𝜇) and ⊠∶ 𝑨(𝑋𝜆) × 𝑨(𝑋𝜇) → 𝑨(𝑋𝜆⊕𝜇) .
This constructionnowextends a pregeometric backgrounds (𝑿, 𝑨) to a pair (Isol(𝑿), 𝑨),

where 𝑨∶ Isol(𝑿)op → CAlg(2)(grCat⊗,⊗).

5.3 Factorization algebras
Let 𝐴• ∶ 𝑫 → Cat be a graded symmetric monoidal category. A factorization algebra
in 𝐴• is an idempotent section of 𝐴• over 𝑫𝑠. That is, a factorization algebra in 𝐴• is a
nonunital commutative algebra map

𝐹• ∶ (1•, ⊠) → (𝐴•, ⊠)
in Fun(𝑫𝑠,Cat)⊗.

Thus a factorization algebra specifies, for every cograph ⟨𝜆⟩, an object 𝐹𝜆 ∈ 𝐴𝜆,
for every pair of cographs ⟨𝜆⟩ and ⟨𝜇⟩, an identification 𝐹𝜆⊕𝜇 = 𝐹𝜆 ⊠ 𝐹𝜇. If 𝐴• is pre-
sented as a symmetric monoidal cocartesian fibration𝑨 → 𝑫, then a factorization alge-
bra is precisely the same thing as a nonunital symmetric monoidal cocartesian section
𝐹• ∶ 𝑫𝑠 → 𝑨.

Factorization algebras in 𝐴• form a category

FactAlg(𝐴•) = MapCAlgnu(Fun(𝑫𝑠,Cat)⊗)(1•, 𝐴•) .

Of course, this is only one sort of factorization structure. There are a number of
variants of this definition, with different level of laxity and unitality. We do not attempt
a full taxonomy here.

5.4 Factorization stacks
Let𝑿 be a topos, and let us consider the pregeometric background𝑋 ↦ 𝑿/𝑋.This is the
most primitive and unstructured setting in which we may consider our constructions.

Let 𝑋• ∶ 𝑫op → 𝑿 be an isolability object. The isolability object 𝑋• can be pro-
moted to an isolability topos ⟨𝜆⟩ ↦ 𝑿/𝑋𝜆 in which all the structure maps are étale mor-
phisms of topoi. Using the pullback functors in these morphisms of topoi, this defines a
graded symmetric monoidal category. A factorization algebra in this graded symmetric
monoidal category a factorization stack over𝑋•.

A factorization stack over𝑋• can equivalently be described as a functor 𝑌• ∶ 𝑫op𝑠 →
𝑿 along with a cartesian morphism 𝑌• → 𝑋•|𝑫𝑠 along with equivalences

𝑌𝜆⊕𝜇 → (𝑌𝜆 × 𝑌𝜇) ×𝑋𝜆×𝑋𝜇 𝑋𝜆⊕𝜇 ,
which are equivalences in the non-lax case. In particular, if 𝑋• is additive and 𝑌• is the
restriction of an additive isolability object, then 𝑌• is automatically a factorization stack.
As we shall see in the next subsection, this is not the only way in which factorization
stacks arise.
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5.5 Example: Hecke stacks and Grassmannians
Again let 𝑿 be a topos, and let 𝑋 ∈ 𝑿 be an object. Let 𝑂•𝑋 ∶ 𝑫op → 𝑿 be an observer
stack with its isolability structure as in ??. As such,𝑂𝑋 is additive and local. Additionally,
let us assume that the canonical map𝑋 → Obj𝑋 factors through 𝑂𝑋.

Let 𝐵 ∈ 𝑿/𝑋 be any stack over 𝑋. We may imagine that 𝐵 = 𝐵𝐺 for 𝐺 a group over
𝑋, in which case sections of 𝐵 → 𝑋 are𝐺-bundles on𝑋. Accordingly, we will call (local
or global) sections of 𝐵 → 𝑋 bundles on𝑋. These are organized into the moduli stack

Bun ≔ Map
𝑋
(𝑋, 𝐵) .

We are going to define a factorization stack over Bun×𝑂•𝑋 of modifications of sections
of 𝐵.

It turns out to be natural to think of moduli stacks of modifications as ‘pull-push’
expressions. To explain, let 𝑝∶ 𝑈 → 𝑋 and 𝑞∶ 𝑈 → 𝑌. Attached we have the right
adjoint

𝐻𝑈 ≔ 𝑞∗𝑝∗ ∶ 𝑿/𝑋 → 𝑿/𝑌 ,
which carries a stack 𝐵 over𝑋 to the stack over 𝑌 given by

𝑇 ↦ Map𝑋(𝑇 ×𝑌 𝑈, 𝐵) .

This is the pull-push construction through 𝑈. (This right adjoint is not a morphism of
topoi.)

Since pullbacks along étale geometric morphisms satisfy basechange, the construc-
tion 𝑋 ↦ 𝑿/𝑋 defines a functor 𝐻∶ Span(𝑿) → Pr𝑅, where spans are carried to the
corresponding pull-push constructions. In fact, this can be enhanced to a functor of
bicategories, and moreover the induced functor

𝐻∶ (𝑿/𝑋×𝑌)op → Fun𝑅(𝑿/𝑋, 𝑿/𝑌)

carries colimits to limits.
Now we use the isolability structure on 𝑋 to define a stack 𝑋 ⊙ 𝑂𝑋 lying over 𝑂𝑋

so that, morally, the fiber over 𝑍 ∈ 𝑂𝑋 is 𝑋 with 𝑍 doubled – aka the ‘ravioli space’
𝑋 ∪𝑋 −𝑍 𝑋. The Hecke stack can then be seen as the result of a pull-push construction
through𝑋 ⊙ 𝑂𝑋.

In fact, we define an isolability stack

𝑋 ⊙ 𝑂•𝑋 ∶ 𝑫op → 𝑿 ,

which carries ⟨𝜆⟩ to
𝑋 ⊙ 𝑂𝜆𝑋 ≔ 𝑋 ×𝑂𝑋 (𝑂

1⊕𝜆
𝑋 ∪𝑂

1⊕𝜆
𝑋 𝑂1⊕𝜆𝑋 ) .

We have a projection (𝑝, 𝑞𝜆) ∶ 𝑋 ⊙ 𝑂𝜆𝑋 → 𝑋 × 𝑂𝜆𝑋; its fibre over a point (𝑥, 𝑍) is the
(unreduced) suspension of the object ⌜𝑥 ∩ 𝑍 = ∅⌝.

For a stack 𝐵 ∈ 𝑿/𝑋 and an irreflexive cograph ⟨𝜆⟩, we define theHecke stack via the
pull-push construction through𝑋 ⊙ 𝑂•𝑋:

Hecke𝜆 = Hecke𝜆(𝑋,𝑂𝑋; 𝐵) ≔ 𝐻𝑋⊙𝑂𝜆𝑋(𝐵) = 𝑞
𝜆
∗𝑝∗𝐵 ∈ 𝑿/𝑂𝜆𝑋 .
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Thus a 𝑇-point of Hecke𝜆 is a 𝑇-point𝑍 ∈ 𝑂𝜆𝑋(𝑇), and a map 𝑇×𝑂𝜆𝑋 (𝑋⊙𝑂
𝜆
𝑋) → 𝐵. The

pushout in the definition of𝑋 ⊙ 𝑂𝜆𝑋 gets converted to a pullback:

Hecke𝜆 = 𝐻𝑋×𝑂𝑋𝑂
1⊕𝜆
𝑋
(𝐵) ×𝐻

𝑋×𝑂𝑋𝑂
1⊕𝜆
𝑋
(𝐵) 𝐻𝑋×𝑂1⊕𝜆𝑋 (𝐵) .

Since 𝑂•𝑋 is additive,𝐻𝑋×𝑂𝑋𝑂
1⊕𝜆
𝑋
(𝐵) is just the product Bun×𝑂𝜆𝑋. This gives us the more

intuitively appealing formula

Map𝑂𝜆𝑋(𝑇,Hecke𝜆) = Map𝑋(𝑇 × 𝑋, 𝐵) ×Map𝑋(𝑋×𝑂𝑋𝑂
1⊕𝜆
𝑋 ×𝑂𝜆𝑋
𝑇,𝐵) Map𝑋(𝑇 × 𝑋, 𝐵) .

In other words, we have a projection

Hecke𝜆 → 𝑂𝜆𝑋 × Bun×Bun ,

whose fiber over a 𝑇-point (𝑍, 𝐸1, 𝐸2) (which is a point 𝑍 ∈ 𝑂𝜆𝑋(𝑇) and a pair (𝐸1, 𝐸2)
of 𝑇-families of bundles) is an identification of restrictions to the ‘complement’ of the
graph of 𝑍 (formally 𝑋 ×𝑂𝑋 𝑂

1⊕𝜆
𝑋 ×𝑂𝜆𝑋 𝑇). In this sense, the fiber of Hecke𝜆 → 𝑂𝜆𝑋 over

𝑍 is the moduli stack of modifications of bundles at 𝑍.
The projection Hecke𝜆 → 𝑂𝜆𝑋 is not natural in all morphisms of cographs. However,

the locality of 𝑂•𝑋 implies that if ⟨𝜆⟩ → ⟨𝜇⟩ is a surjection, then

Hecke𝜆 ×𝑂𝜆𝑋𝑂
𝜇
𝑋 = Hecke𝜇 .

Moreover, gluing provides identifications

Hecke𝜆⊕𝜇 ⥲ (Hecke𝜆 ×Bun Hecke𝜇) ×𝑂𝜆⊕𝜇𝑋 𝑂
𝜆⊕𝜇
𝑋 .

This givesHecke• the structure of a factorizable groupoid-stack over𝑂•𝑋 with object-stack
Bun.

If the stack 𝐵 comes with a global basepoint 𝑃 ∈ Map𝑋(𝑋, 𝐵), then the fiber of
Hecke• → Bun over 𝑃 is the factorization Grassmannian Grass•(𝑋,𝑂𝑋; 𝐵, 𝑃) for 𝐵 on
𝑂•𝑋 relative to 𝑃.

If we work in the context of §2.8, then one only gets the correct object by passing to
smaller versions of these stacks satisfying meromorphy conditions.

5.6 Comments & questions
It would be good to give a comprehensive taxonomy of the different variants of factor-
ization structures using the formalism we have developed here. There are a number of
slightly different axiomatic setups in the literature, and it would require more effort to
get all of them formulated in a clean way using twofold structures.
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